
MSI 2023 Immersion: How to Use ChatGPT for Research and Marketing

Language Models for Automated Market 
Research: A New Way to Generate Perceptual 
Maps



Using GPT to create perceptual maps



1. How similar are the car brands BMW and 
Audi? (0-10)

2. How similar are the car brands BMW and 
Mercedes? (0-10)

Typical Data Collection – Human Survey



• Expensive
• Question Formulation
• Inconsistent
• Respondent Heterogeneity

Problems with Human Data



Natural Language Processing

Large Language 
Models (GPT) are 
very good at both

Generate information 
based on 
public/private data

Extract/interpret any 
text (including voice-
to-text) data within 
and outside your 
company



- Main idea
- GPT-2, GPT-3, GPT-3.5: predict next word / token

they went to the store to buy a gallon of [HIDE]
predict: milk

- BERT: predict a word / token that was removed

they went to the [HIDE] to buy a [HIDE] of milk
predict: store predict: gallon

GPT: Generative Pretrained Transformer
BERT: Bidirectional Encoder Representations from Transformers

Language models main idea
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General Language Understanding Evaluation (GLUE) Tasks



Information Extraction



What is the source of information in Large Language Models?

GTP3 trained on Tbytes of text 
data including:

● Web crawls
● Reddit links
● Books
● Academic journal
● Wikipedia

Source: lifearchitext.ai/whats-in-my-ai



Where is the information “stored”?
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ChatGPT: Reinforcement Learning from Human Feedback (RLHF)



Back to our objective



The car brand Audi is similar to _____________

The car brand Audi is similar to its main competitor 
Mercedes. In its brand statement, the automaker 
explains: …

Algorithm: GPTNeo

How often does BMW show up in the continuation? 
How many times does Mercedes?...

Data Generation Using GPT2 and GPT3



Resulting Frequency Table

Audi BMW
Chevro
let

Dod
ge

For
d Honda

Hyund
ai Jeep

Lex
us

Maz
da

Merced
es

Nissa
n
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u Tesla

Toyot
a

Audi 183 143 10 8 46 35 74 63 97 43 204 33 10 27 42
BMW 390 165 12 14110 82 101 17 182 45 185 90 32 47 41
Chevrolet 15 4 93 24 67 13 18 10 2 25 5 31 1 17 11
Dodge 0 0 6 186 10 2 2 18 6 10 4 4 2 7 3
Ford 230 852 1530 1140251 400 389 1157 328 977 639 543 817 923 908
Honda 46 35 17 37176 191 91 32 147 76 15 154 163 50 279
Hyundai 7 0 2 3 17 22 320 7 7 3 6 24 8 3 8
Jeep 10 1 2 97 18 4 3 209 2 6 0 9 4 3 8
Lexus 14 10 1 10 12 15 18 2 94 3 6 15 24 4 17
Mazda 0 0 1 0 1 6 0 0 1 74 0 4 7 0 3
Mercedes
-Benz 246 285 5 24 73 11 53 31 74 34 61 25 8 52 41
Nissan 12 14 9 35 31 73 55 18 90 41 15 218 78 33 81
Subaru 1 2 1 6 10 23 21 5 15 13 1 11 111 0 2
Tesla 87 68 3 8214 83 55 28 42 48 103 107 13 332 29
Toyota 88 42 32 114361 693 251 81 243 185 122 439 274 68 145
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Problem



I want you to act as a person filling out a survey. I 
will ask you a question and you must answer using
only an integer, no words. You will reply with an 
integer between 0 and 10. My first question is in 
your opinion, how similar are the car brands a and b 
on a scale of 0 to 10 where 10 means very similar?

Algorithm: GPT3.5 and GTP4

Data Generation Using ChatGPT



Data Collection Summary



Data Collection Summary – Example: Jeep and Ford



The Maps (Open-Ended)

Machine Human



The Maps (Numerical)

Machine Human



Comparison using our “Triplet Method”



Which brands are problematic – cause disagreement?

• Idea: Using only AI data, remove brands one by one and see if self-
consistency increases

• Largest increases identify problematic brands

• Removing problematic brands increases agreement with human data

• Bottom-line: we can use AI data only to assess how well the method works 
for given brands



Which brands are problematic – cause disagreement?
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Prompt selection
• Simple: On a scale of 0 to 10, how similar are the car brands A and B?

• RTF (role, task, format): I want you to act as a person filling out a survey. I 
will ask you a question and you must answer using only an integer, no 
words. You will reply with an integer between 0 and 10. My first question is 
in your opinion, how similar are the car brands a and b on a scale of 0 to 
10 where 10 means very similar?

• Few-shot: 
Question: On a scale of 0-10, how similar are the car brands X and Y on a 
scale of 0 to 10 where 10 means very similar?
Answer: 5



Prompt selection



Comparison with Trade-in Data

• We use JD Powers data on car trade ins
• Which brand of car was traded in for which?
• Annual data between 1999 and 2008
• Can be converted to similar format as our human surveys



Comparison with Trade-in Data



Year-Specific Prompt

Year specified

No
Yes

Distribution of agreement rates



Attribute-based Analysis

o Collect a set of attributes potentially describing cars:
⮚ sportiness, power, stylish-ness, technology, spaciousness, 

eco-friendly-ness, fuel efficiency, popularity, reliability, safety, 
comfort, durability

o Human-based data
⮚ ``For the following words, please use the slides to indicate 

how well each word describes the car brand A" (Likert 0-10)
⮚ Use ratings directly

o AI-based data 
⮚ Use prompt: The most X car brand is _____________
⮚ Count mentions of car brands in the responses, generating an 

attribute-brand frequency matrix



Mapping Attributes

Machine Human



Comparing Segments

• Prompt idea: “A young and wealthy male’s favorite car brand is...” or “A 
young and wealthy female’s favorite car brand is...”

• Varying age, income and gender in these types of prompts allows us to 
extract preferences of different segments

• We choose these three variables, because it’s relatively easy to obtain 
corresponding human data for validation

• Opportunity: collect data on segments or in contexts that are not feasible 
with human respondents.



Comparing Segments – Effect of Demographics on Preferences



Conclusion

Takeaways
• AI-assisted or even pure AI-based market research can yield good results
• Can generate perceptual maps based on similarity, attributes (factors)
• Able to incorporate context: demographics, time, etc

Limitations
• Requires a good amount of data
• Need to be careful with comparisons (analysis)
• Prompts matter
• Important to identify brands that don’t work well



Group Activity – Market Research Using LLMs for Information Extraction 
15 + 15 minutes

• Think about a market research application for your firm, where you extract 
information from a language model (optional – add your proprietary text 
data)

• Go through some of the steps outlined on next slide – can be similar/same 
to what we just saw

• Feel free to do some quick experimentation with ChatGPT to see what 
prompts would work.

• Discuss the main limitations/challenges you foresee



Group Activity – Market Research Using LLMs for Information Extraction

Objective Create Perceptual Maps Your Alternative Method

Prompt Design The car brand X is similar to ___

Add Optional Proprietary Data Focus group interviews, forum 
data, customer support chats, etc

Data Collection Choose set of brands, determine 
number of data points

Quantitative Analysis Control for baseline, use “triplet” 
method

Validation Compare with human data

Refinements Time, Demographics, Context
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