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Before GPT3 and ChatGPT

Models were trained for a new domain using fine-tuning

But this

Creates a task-specific model

Requires large high-quality supervised datasets 

More likely to exploit spurious correlations

Slides on GPT3 adapted from Melanie Subbiah, Columbia PhD student and first author of GPT3 paper



GPT3: What is the goal? 

Humans learn new tasks through demonstrations and instructions.

We would like general-purpose agents that can do the same.

Critical to success

GPT3 model size: 175 billion parameters

Training objective



Training Objective

Predict the next word in the sequence

The cat sat on the ?

Language modeling



Training Objective



Model



Datasets



Datasets



Prompting

Zero-shot Please unscramble the letters into a word and write that word
Tdaeef = ?

One shot Please unscramble the letters into a word and write that word
pcirlaroc = reciprocal
Tdaeef = ?

Few shot Please unscramble the letters into a word and write that word
pcirlaroc = reciprocal
elapac = palace

Tdaeef = ?



Complete list of tasks







What is ChatGPT?

A conversation model built on top of the latest version of GPT3 (GPT3.5)
• gpt3 originally had an architectural limit of ~2000 characters to give as context
• ChatGPT introduced a chatbot model, and retains ~8000 characters as context,

to give aa human-like conversational experience
• GPT4 is now multimodal and has 25,000 tokens as context

Trained using supervised machine learning and reinforcement learning
Humans played the roles of both user and AI assistant. 
RL uses human feedback in the form of preferences
ChatGPT learns every day from upvotes and downvotes





ChatGPT = 2 Year Child?

Slides adapted from DARAPA I2O Director Kathleen Fisher



Cost of chatGPT





Skill

Future
(specialized skill)

Future goal: Expert AI Agents

22

Goal: Expert AI
• Interactive via dialogues
• Accountable with domain knowledge
• Privacy-preserving

Utility

Privacy
★

SDP

Entertainment    Healthcare      Education            

Now
(diverse skill)

Skill

ChatGPT
</>

Past
(common skill)

Skill



My workout buddy moved away…

Not having time for yourself is 
tough. Let’s try to make exercise 
a routine!

Social support is critical. Maybe 
you can join a running club?

What’s holding you back from 
exercising?

Too busy with my work.

ChatGPT can’t adapt to different users



My workout buddy moved away…

Not having time for yourself is 
tough. Let’s try to make exercise 
a routine!

Social support is critical. Maybe 
you can join a running club?

What’s holding you back from 
exercising?

Too busy with my work.

ChatGPT can’t adapt to different users

Passive, generic answers



ChatGPT can’t ground on intents and domain knowledge
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Too busy with my work.

Hi! Did you finish your goal today?

Gonna skip today. Just got off work

How about just a five-minute 
outdoor walk first?

Next week…

Foot in the door

I guess I can do that…

Exercise can actually increase your 
energy level and help with tiredness!

Hmm, nope. Maybe tomorrow.

Benefit intro

Text generated by a 
language model is 
not grounded on any 
communicative intent.
“

”



ChatGPT can’t protect user privacy
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Hi Tom, did you finish your workout today?
Next month…

Yep. I went to 24 Hour Fitness as usual. 

Privacy leakage

Training Data

Hmm, nope. Maybe tomorrow.



Compare with GPT and Open-source Models
Powered by world-famous Conversational AI tech from Columbia NLP

Context Tracking Specificity User Data Location

Tamarin
Articulate.AI’s

Proprietary LLM

Long-term 
memory, 

Personalization

Domain-
Focused, 

Self-learning

Private,
Governance

Local/Cloud
fast, scalable, affordable

ChatGPT API 
Competitors None

General 
Knowledge, 

No self-learning

Exposed
No Governance

Cloud
resource-limited

Open-Source LLM
Competitors None

General 
Knowledge, 

No self-learning 

Private
No Governance

Local/Cloud
Still resource-limited
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At each turn of the conversation, given a user’s query:
• Embed the query to a dense vector using our embedding model
• Use our main+secondary search algorithms to retrieve up to 4 relevant 

documents from the database
• Use our generation model to produce a response based on users 

question and retrieved documents
• Post-process the answer to remove some obvious hallucinations



Which specialized industry would adopt?

Digital advertising spending in the United States in 2022, by 
industry(in billion U.S. dollars)



How do we attract users?

• Visually different from last-generation chatbot

• Be proactive

• Combine with marketing events and tactics



Discussion: criteria for adoption



Discussion: toConsumer VS  toBusiness ?



Discussion: toCosumer customer profile



Discussion: toBusiness customer profile


	Slide Number 1
	Case Study: Digital AI Sales Agents
	Reduce Sales Cycle
	Slide Number 4
	GPT3: What is the goal? 
	Training Objective
	Training Objective
	Model
	Datasets
	Datasets
	Prompting
	Complete list of tasks
	Slide Number 13
	Slide Number 14
	What is ChatGPT?
	Slide Number 16
	ChatGPT = 2 Year Child?
	Cost of chatGPT
	Slide Number 21
	Future goal: Expert AI Agents
	ChatGPT can’t adapt to different users
	ChatGPT can’t adapt to different users
	ChatGPT can’t ground on intents and domain knowledge
	ChatGPT can’t protect user privacy
	Compare with GPT and Open-source Models�Powered by world-famous Conversational AI tech from Columbia NLP 
	Case Study: Digital AI Sales Agents
	Slide Number 29
	Slide Number 30
	Which specialized industry would adopt?
	How do we attract users?
	Discussion: criteria for adoption
	Discussion: toConsumer VS  toBusiness ?
	Discussion: toCosumer customer profile
	Discussion: toBusiness customer profile

