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About Dan



Augmenting 
Human Cognition 
and Decision 
Making with AI

How can we augment human cognition with AI to help 
people:

• Make better decisions
• Reason about information
• Be more productive
• Improve their own capabilities



Human
intent

Human
comprehension

AI

“First mile
of AI”

“Last mile
of AI”

The “first” and “last” miles of AI



A sports analogy

Temporary boost, 
long-term deskilling

Temporary boost, no 
long-term effects

E.g., forgetting how to 
spell w/o spellcheck 
or code w/o Copilot 
auto-suggest

E.g., saving time 
reformatting data or 
typing cumbersome 
syntax

Long-lasting, self-
sustaining benefits

E.g., learning new 
concepts and 
improving your own 
reasoning

Steroids Sneakers Coach

Undesirable Desirable



Activity

In your group, think of an example of AI 
(real or hypothetical product) as:

• A Steroid
• A Sneaker
• A Coach



Activity
In your group, come up with a way to

• Turn a steroid into a sneaker or coach
• Turn a coach into steroid



Steroids Sneakers Coach

Undesirable Desirable

What properties 
of AI move us in 
the steroid 
direction?

What properties 
of AI move us in 
the coach 
direction?



Technology 
should find the 
teachable 
moments

Put information in 
memorable form

Put information in 
perspective



Presentation of 
recent research

How might LLM enabled search engines change 
consumer choice and advertising?



Traditional vs. 
LLM-based 
web search
• Does LLM-based search 

help people make better
and/or faster decisions?

• How does their behavior 
change compared to 
traditional search?

• Can we help them spot 
potentially unreliable 
information (e.g. by 
conveying uncertainty)?



A randomized experiment comparing traditional and LLM-based 
search for consumer choice

Each person is 
randomly assigned 
to traditional vs. 
LLM-based search



Control 
condition
Bing Search API



Treatment 
condition
GPT-3.5 Turbo API



Expectations

Traditional search
Sequence of simple queries

1. 2020 Toyota Highlander’s length?
2. 2020 Hyundai Santa Fe’s length?
3. 2020 Toyota Highlander’s cargo space?
4. 2020 Hyundai Santa Fe’s cargo space?

LLM-based search
One, more complex query

Which has the larger total cargo space to total 
length ratio, the 2020 Toyota Highlander or 
the 2020 Hyundai Santa Fe?



Things we learned 
along the way

It was worth it to train 
people how to search e.g., 
people treated LLM search 
like regular search without 
training
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Things we learned 
along the way

To be consistent, we 
showed people in the 
regular search condition 
how regular search looks



One of these things is not like the others

• First four rounds are “routine”, in that search results should have similar 
accuracy in both conditions (4 random comparisons of 8 cars)

• Last round is “challenging” for the LLM, yolked to a pair of cars for which 
the LLM tends to mistakenly report cargo space with seats up (instead of 
seats down)

Round 1 Round 2 Round 3 Round 4 Round 5

80 Master Turkers, between subjects design



Round 5: 
Challenging for 
the LLM
Typically makes the largest
vehicle look like the smallest
one (actual value is 90 cu ft)



Results



Time taken

We see learning in both conditions, but LLM-based search takes
roughly half the amount of time, on average



Number of queries

We see fewer than expected searches in traditional search,
but fewer still for LLM-based search



Accuracy

Accuracy is comparable between conditions for the first four tasks
but much lower in the LLM-condition on the last task



Subjective evaluation

Participants rated both conditions similarly on reliability
but preferred the LLM-based search experience



Participant feedback*

Mostly trusted the results, 
for better or worse

“The responses were fast
and the bot seemed 
somewhat knowledgeable. 
Saved time that would have 
been needed to find the 
dimensions”

(but this participant got only 
2 of 5 decisions correct!)

Noticed brittle results

“The search tool was much 
easier to use and to 
understand compared to 
standard search engines. I 
was able to get an answer 
that was easy to understand 
and natural. The con was I 
needed to be careful in how 
I worded my question. One 
mistake could cause 
confusing results.”

Caught errors when cues 
were present

“It was nice that I could do a 
search for more than 1 piece 
of information at a time and 
compare it. The only 
downside was i wasn't sure 
how accurate the 
information i was being fed 
was. i believe it did say one 
car had more cargo space 
when the numbers it 
displayed said the opposite.”

*From pilot run with earlier model



Complexity

Participants who issued less complex queries in round 5
with the LLM got more accurate results



Displaying 
uncertainty

How do we compute and 
communicate calibrated 
uncertainty?

Colors are GPT-3 token probabilities

Red <= 50%, Green > 50%

Two color condition



Displaying 
uncertainty

How do we compute and 
communicate calibrated 
uncertainty?

Colors are GPT-3 token probabilities

Red <= 50%

One color condition



Accuracy

Uncertainty highlighting doubled accuracy on the challenging task
while maintaining comparable reliability/experience ratings



Subjective evaluation

Participants rated all conditions similarly on reliability and experience, 
with some preference for no uncertainty highlighting



Participant feedback*

Unclear how much to trust 
results without extra info

“They are very powerful, but 
you have to just assume that 
they are right, otherwise you 
save no time or effort at all
because you have to 
research to verify.”

(This participant was in the 
control condition)

Generally liked seeing 
confidence information

“I liked the fact that it 
highlighted text in a color 
that corresponded to a set 
confidence rating and gave 
me the answers that I 
needed quickly without 
giving me unnecessary 
information.”

(Correctly) made them 
question reliability

“What was hard was the 
confidence level wasn't 
always good, so I was 
concerned I wasn't using 
accurate information to 
come up with the ratios.”

*From pilot run with GPT-3 token probabilities



Things we learned 
along the way

LLMs can be extremely 
sensitive to small changes 
wording (even spacing!), 
although newer models are 
better than older ones



Things we learned 
along the way

LLMs accelerated our own 
research and analyses, e.g., 
extremely useful for parsing 
and reformatting natural 
language data

Pre-prompt:

Input:

Output:



Pre-print

https://arxiv.org/abs/2307.03744

https://arxiv.org/abs/2307.03744


Activity

In your group, use https://chat.openai.com to

• Take the role of a consumer in a product area 
you know very well and ask for advice on how 
to choose



Debrief

What did you think of the buying guide 
information it provided?

What would be a fair way to advertise on 
this information?



Activity

In your group, use https://chat.openai.com to

• Take the role of a consumer and have the AI 
play the role of a salesperson for your 
company.
• Ask it which of your products it would recommend for you
• See if it answers product information questions correctly



Debrief What did you think of its ability as a 
salesperson?



Thank you! 

dgg@microsoft.com
 Dan Goldstein

 With:
Jake Hofman, David Rothschild, Sophie Spatharioti, & Harsh 
Kumar
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