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In April 2019, Facebook’s CEO Mark Zuckerberg declared to the world that “The future 

is private” and that the world’s largest social media platform would be pivoting to a privacy-

focused strategy (Nivea 2019). This denotes a significant shift from his own declaration in 2010 

that privacy was an obsolete social norm of the past (Kirkpatrick 2010). Other companies have 

followed suit, changing their regard for privacy from a burdensome cost for risk management 

(Bamberger and Mulligan 2010) to a growing recognition of privacy as a potential source of 

competitive advantage. Apple, for example, recently released a major ad campaign with the 

simple tagline: “Privacy. That’s iPhone.” (Wuerthele 2019). 

Clearly privacy is more important to consumers than ever before (Krishna 2020), in part 

due to marketers’ own exploitation of consumer data over the past decade (Benes 2018). More 

surprisingly, while consumers report unprecedented levels of privacy concerns (PwC 2017) and 

lack of control over their personal information (Pew 2019), they continue to patronize the 

products and services of many of the companies that routinely violate their privacy. The 

literature has dubbed this the “privacy paradox” (Aguirre et al. 2014; Awad and Krishnan 2006; 

Krasnova et al. 2010), a phenomenon whereby consumers self-report strong privacy concerns but 

often do not behave accordingly. For instance, consumers continue to tolerate intrusive privacy 

practices by companies such as Amazon (Paul 2020) and Google (MacMillan and McMillan 

2018), while Facebook’s similarly intrusive privacy violations have produced fierce consumer 

backlash (Shane 2018).  

For all its importance to modern consumption and marketing, a consensus definition of 

consumer privacy remains elusive (Acquisti, Taylor, and Wagman 2016; Martin and Murphy 

2017), in part because privacy is a constantly evolving and “essentially contested” construct 

(Mulligan, Koopman, and Doty 2016). For marketing practitioners, perhaps even more important 
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than understanding what privacy means is clarifying what a privacy violation entails in a 

contemporary digital landscape (MacInnis et al. 2020). Moreover, although the privacy paradox 

is well-documented, its underlying process and operationalization remain poorly understood 

(Acquisti, Brandimarte, and Loewenstein 2020; Krasnova et al. 2010). 

Motivated by this dearth of knowledge, the current research has two core aims. First, we 

seek to clarify the construct of privacy violation from a consumer perspective. Using an 

established construct development methodology, we establish that consumers perceive three 

privacy violation types reflecting a linear increase in severity: recording (i.e. merely observing 

and storing consumers’ personal information), targeting (i.e., using consumers’ information for 

targeted advertisements), and sharing (i.e., sharing consumers’ information with a third party). 

This conceptualization in turn facilitates our second aim, explaining the privacy paradox by 

reconciling seemingly contradictory consumer responses to differing privacy situations.  

Synthesizing literatures pertaining to consumer privacy (Martin and Murphy 2017; 

Smith, Dinev, and Xu 2011), control (Deci and Ryan 2000; Skinner 1996) and coping (Dweck 

2000), we theorize that more severe privacy violations reduce consumers’ resource control (i.e., 

their subjective control over a valued resource; Fast et al. 2009). We predict that consumers will 

cope with this loss of control differently depending on marketplace conditions. When situation 

controllability is high (i.e., one’s behavior does not seem constrained by the external situation; 

Ajzen 2002) regaining resource control seems feasible, and consumers will therefore engage in 

active coping (e.g., through brand switching; Schiele and Venkatesh 2016). Conversely, when 

regaining resource control is perceived as impossible (i.e., when situation controllability is low), 

a sense of helplessness inhibits such control-reclaiming behaviors and consumers cope more 

passively (Dweck 2000).  
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In a market setting, this crucial boundary condition may manifest as the variability of 

privacy practices in an industry. That is, we expect a severe (vs. moderate) privacy violation to 

prompt greater control-reclaiming behaviors, only when the violating company operates in an 

industry with high variability of privacy practices. This is because, in this market context, 

regaining control over one’s information still seems possible. However, in a homogenous 

industry in which companies share a standardized privacy practice, consumers are unlikely to 

engage in control-reclaiming behaviors regardless of violation severity because regaining control 

seems impossible. If correct, our theorizing parsimoniously explains the otherwise opaque 

privacy paradox and its most noteworthy marketplace manifestations, such as consumers’ 

backlash against Facebook but complacency with Amazon or Google.  

 The remainder of this manuscript proceeds as follows. First, we present a rigorous review 

of several literatures spanning consumer privacy, control, and coping, leading to our predictions 

around the meaning of privacy violation and when it translates into consumer action. We then 

use a multi-method approach to test this conceptualization across five studies. Using a 

combination of interview and survey designs, Study 1 first clarifies the construct of privacy 

violation from a consumer perspective, uncovering and confirming three increasingly severe 

violation types: recording, targeting and sharing of personal information. We then use this 

conceptualization to shed light on the privacy paradox. Using a between-participants experiment 

(Study 2), we test an industry-level manifestation of situation controllability—variability in 

privacy practices (henceforth “industry variability”)—that helps explain differential consumer 

responses to otherwise equivalent privacy violations across companies. In Study 3, by 

manipulating violation type and resource control in a full-factorial design, we directly examine 

the role of resource control as the mechanism driving the relationship between privacy violations 
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and consumer response. In an experiment utilizing consumers’ realistic experience with a novel 

mobile app, Study 4 then demonstrates this mechanism using tests of mediation and its 

interaction with industry variability on consumers’ response towards different violation types. 

Thus, our complete conceptual model is tested in Study 4. Finally, using text analysis of scraped 

Twitter data, Study 5 tests these effects in a naturalistic setting.  

THEORETICAL FRAMEWORK 

Consumer Privacy and Privacy Violation 

Privacy has traditionally been defined as a right “to be left alone” (Brandeis and Warren 

1890), specifically with reference to one’s own physical space. Due to recent shifts in 

technology, contemporary definitions of consumer privacy often imply information privacy 

(Goodwin 1991), especially in an online consumption domain. Indeed, the ”information age” has 

created such widespread consumer demand for information privacy that it is sometimes regarded 

as a commodity that could be regulated through a market structure (Acquisti, Taylor, and 

Wagman 2016; Smith, Dinev, and Xu 2011). In theory, this suggests that consumers may 

willingly exchange privacy and personal information for access to products and services.  

Despite this theoretical guidance and the growing attention paid to consumer privacy, 

there remains a lack of consensus as to what constitutes a privacy violation (Martin and Murphy 

2017). How should marketers tread this evolving consumer landscape? On the one hand, the 

advanced use of information has significantly improved marketers’ precision in understanding 

and reaching consumers. However, advancing a data-driven, consumer-focused strategy may 

also violate consumers’ privacy. As the need to balance this tension grows, so too does the need 

to understand what privacy violation means from a consumer perspective (MacInnis et al. 2020).  
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Notably, the marketing literature has provided some guidance as to conceptualizing 

privacy violation. For instance, Nill and Aalberts (2014) define it as unwanted marketing 

communications, highly targeted advertisement, and secretive online tracking. This approach 

focuses on companies’ use of consumer data without consent. While providing a useful 

foundation, this definition does little to address the increasingly nuanced use of consumer data in 

the current digital environment. Is seeing an ad about a product one might like “unwanted?” How 

targeted is “highly targeted?” Would consumers consider an advertisement specifically targeted 

at them a “privacy violation?” These questions remain open, portending a lack of clarity with 

respect to the concept of privacy violation from a consumer perspective.  

Addressing this gap, we investigate how consumers conceptualize privacy violations. 

Past work suggests that a violation is seen as severe only when a large amount of information is 

collected or when the type of information is highly sensitive (Phelps, Nowak, and Ferrell 2000). 

Although these criteria may contribute to perceived privacy violation, we focus on an often-

overlooked component. That is, rather than the quantity or quality of information collected, our 

research suggests that consumers emphasize what the company does with their information in 

determining whether and to what extent a privacy violation has occurred. Specifically, using a 

combination of interview, survey, and experimental methodologies, our results reveal three 

privacy violation types—recording, targeting, and sharing—that explain the bulk of variation in 

perceived privacy violations and represent a linear increase in severity.  

We further propose and show that these violation types differentially affect consumer 

response because they represent increasing levels of privacy violation. Given that consumer 

privacy is often defined in terms of consumers’ perceived control over the collection and use of 

their personal information (Goodwin 1991), it follows that what companies do with consumers’ 
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data influences perceptions of violation severity because it affects the control consumers feel 

they have over their information. Across these three violation types, recording represents the 

least amount of usage or manipulation over consumer data. Conversely, targeting and sharing 

both involve further manipulation and exploitation of such data, suggesting that consumers likely 

perceive these violation types as more severe.  

Interestingly, targeting and sharing are often confounded and labeled “personalization” 

in the marketing literature (Vesanen and Raulas 2006). For example, behavioral targeting is 

defined as utilizing consumer behavioral data from multiple sources to deliver personalized ads 

to users (Summers, Smith, and Reczek 2016). Likewise, adaptive personalization involves 

constantly updating user preference using data shared among platforms and systems to deliver 

targeted ads to consumers (Chung, Wedel, and Rust 2016). These examples suggest that 

delivering targeted recommendations and customizing ads by sharing consumer data with a third-

party would both be labeled “personalization” according to current conceptualizations.  

However, gossip theory (Martin, Borah, and Palmatier 2017) suggests that consumers 

may perceive sharing to be more intrusive than targeting. In social relationships, people feel 

reduced control over their personal information (and in turn feel more vulnerable) when it is 

shared with another party (Wert and Salovey 2004). When they learn that they are the subject of 

gossip, for instance, most people react negatively because their privacy has been severely 

violated (Baumeister, Zhang, and Vohs 2004). In addition, sharing is fundamentally different 

from targeting and recording as it involves secondary use of consumer data, depriving 

consumers of their control over their information and exposing them to additional risks 

(Acquisti, Brandimarte, and Loewenstein 2020). Consistent with this theoretical perspective, we 

expect that consumers will perceive sharing (vs. targeting) as a more severe privacy violation 
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because it reduces their perceived control over their own information, and both will be perceived 

as more severe than recording for this same reason.  

Resource Control, Situation Controllability, and Coping 

We have thus far conceptualized privacy violation in terms of consumers’ perceived 

control over their personal information, a valued resource. Much like parallel constructs, such as 

psychological power—the asymmetric control over valued resources in social relations  (Fast et 

al. 2009) —lacking control is generally considered aversive and the literature suggests that 

consumers often try to regain control when it is threatened or lost (Whitson and Galinsky 2008). 

This suggests that, as the severity of privacy violation increases, a decrease in resource control 

leads to an increased likelihood that consumers will attempt to actively regain control. Yet, a 

privacy paradox has been documented (Norberg, Horne, and Horne 2007; Sheehan and Hoy 

1999) whereby consumers sometimes do not respond appropriately following a privacy violation.  

To resolve these conflicting theoretical perspectives, we draw from literatures on self-

determination and coping. Self-determination theory corroborates our prediction that individuals 

cope with threats to control by engaging in control-reclaiming behaviors (Deci and Ryan 2000), 

such as domain-specific attempts to solve a problem (e.g., through brand selection; Schiele and 

Venkatesh 2016) or as generalized self-affirmations of one’s overall sense of control (e.g., 

through verbal expressions; Thimm, Rademacher, and Kruse 1995). Indeed, we expect this type 

of active coping response in situations in which regaining control seems possible (i.e., when 

situation controllability is high). However, the coping literature adds nuance and suggests that 

consumers may respond more passively in situations in which regaining control seems 

impossible (i.e., when situation controllability is low; Skinner and Zimmer-Gembeck 2011). In 

such cases, a sense of helplessness inhibits control-reclaiming behaviors and no action is taken 
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(Dweck 2000; Skinner 1996), sometimes referred to in a consumer privacy context as a “digital 

resignation” (Draper and Turow 2019). In a marketplace setting, we propose that situation 

controllability may manifest as an industry-level characteristic that helps explain the privacy 

paradox. Industry variability—the amount of variability between companies within an industry in 

terms of their privacy practices—may indeed explain why severe (vs. moderate) privacy 

violations prompt consumer action in some market contexts (e.g., social media; Hajli and Lin 

2016) and not others (e.g., online retail; Grosso et al. 2020). This actual marketplace condition, 

though rarely examined in the literature, has important implications for both marketing practice 

and theoretical understanding of consumer privacy.  

In sum, we predict that a severe (vs. moderate) privacy violation will prompt greater 

control-reclaiming behaviors, but only when the violating company operates in an industry with 

high variability of privacy practices. This is because, in this market context, regaining resource 

control still seems possible (i.e., situation controllability is high). However, in a homogenous 

industry in which companies share a standardized privacy practice, consumers are unlikely to do 

so regardless of violation severity because regaining control seems impossible (i.e., situation 

controllability is low). Figure 1 (Tables and Figures follow Reference throughout) summarizes 

our conceptual framework and constructs. 

STUDY 1 

Study 1, motivated by in-depth interviews with privacy experts, aimed to explore and 

develop the construct of privacy violation from a consumer perspective. The interviews allowed 

us to explore the state of the literature in adjacent fields. For the main study, we then used a 
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scenario-based survey to identify common themes among actual privacy incidents resulting in 

the conceptualization of three violation types.  

In-depth interviews  

We interviewed two privacy experts in law and public policy to uncover the current state 

of literature around privacy in the respondents’ respective fields. We employed a semi-structured 

technique (Irvine, Drew, and Sainsbury 2013), posing pre-determined open-ended questions 

while allowing for flexibility and spontaneous follow-ups. An extensive, iterative review of the 

transcripts revealed three core themes across both interviewees: (1) consumer privacy is an 

evolving and underdeveloped construct, exposing consumers to risks of violation, (2) future 

research should assess consumer privacy scenarios to identify dimensions of the construct, and 

(3) contextual factors (i.e., those beyond individual characteristics) play an important role in 

privacy behaviors. As consumers, however, these interviewees expressed a decision to stop or 

reduce their usage on certain platforms (e.g., Facebook) but continued to support others (e.g., 

Google or Amazon), even though they admitted that these platforms were equally intrusive. As 

one interviewee stated, “I deleted my Facebook after I did some research on how intrusive it is. 

But I have to admit I have two [Amazon Echo] Dots at home that I use daily, although they’re 

probably listening to everything we say.” This shows that even privacy experts are subject to the 

privacy paradox as consumers, further motivating us to delve into the granularity of privacy 

violations in the current climate of consumer data.  

Method  

Study 1 utilized several actual instances of consumer privacy violations that have 

occurred in the past ten years. Participants (N = 139 US residents; MAge = 36.32, SDAge = 11.70; 

41.01% female) were recruited from Amazon’s Mechanical Turk (MTurk) and were first asked 
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to provide their own privacy definition in a text box. Next, they were presented with twelve 

scenarios, each presented on its own page and in randomized order (see Table 1 for scenarios; 

Tables and Figures follow Reference throughout). To create these scenarios, we collected a list 

of privacy incidents reported in the major business press in the past ten years (e.g., The Wall 

Street Journal, Business Insider, Forbes, etc.) using the business press database Factiva. We 

excluded incidents of data breaches in which both the company and consumer were victims and 

filtered out incidents caused by personal errors. We then selected scenarios that garnered 

substantial media interest at the time and adapted them into short descriptions without 

mentioning specific companies’ names. Participants’ self-reported privacy definition was piped 

back into a display under each scenario for reference, and participants rated their perceived level 

of privacy violation for each using a single item: “This action is…” (1 = Not at all a privacy 

violation; 7 = An extreme privacy violation).  

Results 

A Principal Component Analysis (PCA) with Varimax rotation (see Table 1) found that 

the twelve ratings converged into three components with step levels of perceived privacy 

violation. Component 1 (recording; M = 3.38, SD = 1.30) consisted of scenarios in which 

companies merely collected consumer information (e.g., “CCTV in the supermarket aisle that 

tracks customers’ activity in-store.”). Component 2 (targeting; M = 5.16, SD = 1.21) included 

situations in which companies used consumer information for targeting purposes (e.g., “A 

retailer uses a customer’s purchase history to predict that a customer is pregnant and send 

pregnancy advertisements to her address.”). Component 3 (sharing; M = 6.12, SD = 1.06) 

consisted of actions involving sharing information with third parties (e.g., “A social media app 

allows third-party developers access to users’ data.”).  
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A follow-up repeated-measures ANOVA comparing the composite means of these 

components suggested a significant omnibus difference (Hyunh-Feldt F(1.77, 243.67) = 262.28, 

p < .001), and planned polynomial contrasts showed a significant linear trend (F(1, 138) = 

376.36, p < .001). This suggests that consumers perceive progressively increasing levels of 

privacy violation depending on whether the violation type is recording, targeting or sharing. We 

also replicated these results in an identical survey among 113 undergraduate students (MAge = 

25.85, SDAge = 7.32; 67.0% female), suggesting that the component structure is robust across 

populations; see Appendix A for full replication results). 

Discussion 

This study provided initial evidence that consumers may perceive distinct levels of 

privacy violation depending on what companies do with their information, increasing 

progressively in a linear trend across recording, targeting and sharing violation types. Our 

findings also highlight the distinction between sharing and targeting, concepts which extant 

literature has traditionally confounded. In Study 2, we confirm this conceptualization with an 

experimental design and test our control-based explanation for the privacy paradox.   

STUDY 2 

Study 2 aimed to replicate and extend the findings of Study 1 using a controlled 

experimental design among fictitious brands. In addition, Study 2 examined the roles of violation 

type and situation controllability (operationalized as industry variability) in consumer control-

reclaiming behavior (operationalized as brand switching). We first conducted a pretest to 

confirm the three violation types uncovered in Study 1. The main study then followed and 

utilized a 3 (violation type: recording, targeting, sharing) × 2 (industry variability: low, high) 
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full-factorial design. We expected increased control-reclaiming behavior in response to a sharing 

(vs. targeting or recording) privacy violation when the industry is highly varied in its privacy 

practice. However, this effect should be mitigated when the industry is standardized. 

Pretest 

The pretest recruited 302 US residents from MTurk (N = 287 after attention check 

exclusions, MAge = 38.5, SDAge = 12.48; 50.4% female) to participate in a 3 (violation type: 

recording, targeting, sharing) × 2 (industry category: online shopping, social media) between-

participants design. We asked consumers to participate in a familiar online environment without 

mentioning specific companies’ names. This permitted us to rule out potential confounds with 

regards to pre-existing attitudes towards the focal company. Industry category was manipulated 

to enhance external validity, with the expectation that the effect of violation type on violation 

severity follows the same pattern across industry categories.  

Procedure. Participants in the online shopping (social media) category condition were 

asked to imagine that they were returning to an online retailer (a social media platform) that they 

had used before. Participants then saw a small pop-up window explaining that the company’s 

cookies policy permitted collection of information regarding websites they visited, duration of 

their visit, and their IP address (see Appendix D). This created a realistic, common consumer 

situation while holding constant the type and amount of information collected across conditions.  

In the recording condition, the pop-up window stated that their information would be 

used to improve their experience but not used for advertisements or shared with third-parties. In 

the targeting (sharing) conditions, the information would be used to deliver targeted ads (shared 

with third-parties). To hold constant participants’ perceived benefits to the company, in all 

conditions the scenario mentioned that the company would gain $10 per user annually from this 
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practice. Participants then rated perceived privacy violation with a four-item scale (α = .87) 

adapted from Krasnova et al. (2010; see Appendix C for scale items used in all studies). Lastly, 

an attention check asked participants to “Select Strongly Disagree for this question.” 

Results. A 3 (violation type) × 2 (industry category) factorial ANOVA on perceived 

privacy violation (see Figure 2 for means and standard deviations) showed only a significant 

main effect of violation type (F(2, 281) = 3.00, p = .05; other ps > .21). We therefore collapsed 

and controlled for industry category in subsequent analyses. Planned polynomial contrasts  

confirmed Study 1’s results via a significant linear trend of violation type on privacy violation 

(F(1, 281) = 4.26, p = .02), but no significant quadratic trend (p = .86), such that recording, 

targeting, and sharing represented increasingly severe privacy violations regardless of industry 

category. We next use this conceptualization to test the impacts of these violation types on 

control-reclaiming behaviors in the main study. 

Method 

Study 2 used a 3 (violation type: recording, targeting, sharing) × 2 (industry variability: 

low, high) full-factorial design with 548 US residents recruited from MTurk (N = 385 after 

attention check exclusions, MAge = 38.94, SDAge = 12.26; 51.70% female). Participants were 

given information about “Industry X,” containing four companies (A, B, C, and D) and were 

asked to imagine themselves as current customers of “Company A,” the market leader. In the 

low (high) variability condition, all companies in Industry X used consumer data in the same 

way (different ways; see Appendix B). As in the pretest, participants in the recording (targeting) 

[sharing] condition then saw a pop-up detailing Company A’s cookies policy of merely 

recording consumers’ data (using consumers’ personal data to deliver targeted ads) [sharing 

consumers’ data with third-parties].  
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Brand switching, the core dependent variable, was operationalized using both a 

dichotomous and continuous item. Participants first indicated whether they would continue onto 

Company A’s website (0) or switch to another brand (1). They then indicated how strongly they 

felt about their choice on a continuous scale (1 = Strongly confident to continue with Company A; 

13 = Strongly confident to switch to another company). The two items were highly correlated (r 

= .90) and thus standardized and averaged to form an index of brand switching. Conducting all 

analyses in Studies 2 – 4 using each individual switching item (rather than the combined index) 

did not change the direction or significance of results (see Appendix E). We therefore retain the 

more robust index measure in our analyses.  

To check if the variability manipulation was successful, we asked participants to rate 

“How much variety is there in privacy policies of companies in Industry X” on a seven-point 

scale (1 = All have the same privacy policies; 7 = All have different privacy policies). To ensure 

that participants did not think that the company benefited differently depending on violation 

type, participants were also asked to rate the extent to which the company’s data practice 

benefited the company (vs. consumers) on a scale from 1 (primarily benefiting Company A) to 7 

(primarily benefiting consumers). Lastly, participants completed an attention check regarding 

Company A’s cookies policy, followed by demographic questions.  

Results 

Manipulation checks. We first conducted a 3 (violation type) × 2 (industry variability) 

ANOVA on perceived privacy violation. Results showed only a significant main effect of 

violation type on privacy violation (F(2, 379) = 4.46, p = .01, other ps > .16; MRecording = 3.97 , 

SDRecording = 0.62 , MTargeting = 4.19, SDTargeting = 0.86, MSharing = 4.26, SDSharing = 0.83). A parallel 

ANOVA on the variability check revealed the expected main effect of industry variability (F(1, 
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379) = 803.69, p < .001, MHigh Variability = 6.43, SDHigh Variability = 1.06, MLow Variability = 1.99, SDLow 

Variability = 1.95). Surprisingly, we did observe a significant main effect of violation type (F(2, 

379) = 3.88, p = .02) and a significant violation type × industry variability interaction on the 

variability check (F(2, 379) = 4.02, p =.02). However, because the main effect of variability 

remained significant at all three levels of violation type (ps < .001), we disregard this interaction 

and conclude that our manipulations were successful. Lastly, a similar ANOVA on perceived 

company benefit revealed no significant main or interaction effects (ps > .15) confirming that 

participants did not perceive differential benefits for the company across conditions.  

Main effects and interaction. To test our core predictions, we conducted a 3 (violation 

type) × 2 (industry variability) factorial ANOVA on the switching index. Consistent with our 

previous findings and theorizing, results showed a significant main effect of violation type on 

switching behavior (F(2, 379) = 20.51, p < .01). Planned contrasts showed that those in the 

sharing condition (MSharing = 0.39, SDSharing = 1.14) were significantly more likely to switch than 

those in the targeting (MTargeting = -0.18, SDTargeting = .86, p < .001) and recording conditions 

(MRecording = -0.29, SDRecording = 0.79, p < .001). Switching likelihood did not significantly differ 

between the recording and targeting conditions (p = .60). There was also a significant main 

effect of industry variability on switching behavior such that those in the high (vs. low) 

variability condition were much more likely to switch (F(2, 379) = 13.23, p < .001, MHigh Variability 

= 0.18, SDHigh Variability = 1.08, MLow Variability = -0.20, SDLow Variability = 0.81).   

Importantly, these main effects were qualified by a significant two-way interaction (F(2, 

379) = 7.42, p = .001, Figure 3). Planned contrasts revealed that, in the high industry variability 

condition, participants were significantly more likely to switch brands in the sharing condition 

(MSharing = 0.76, SDSharing = 1.14) as compared to the targeting (MTargeting = 0.06, SDTargeting = 
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0.96, p < .001) or recording condition (MRecording = -0.37, SDRecording = 0.80, p < .001). Although 

switching was descriptively more likely in the targeting (vs. recording) condition, this difference 

did not reach statistical significance (p = .13). However, a follow-up polynomial contrast 

revealed a significant linear trend within the high variability condition (F(1, 196) = 35.84, p < 

.001). Conversely, and as theorized, in the low industry variability condition, violation type had 

no effect on participants’ switching behavior (p = .11). 

Discussion 

 Findings in Study 2 further support our theorizing regarding the nuanced effects of 

companies’ usage of consumer data on behavioral responses. Results affirmed that sharing (vs. 

targeting and recording) consumer data is a more egregious privacy violation and increases 

switching behavior. This study also demonstrates an industry-level factor that moderates this 

relationship and may explain the privacy paradox. If the industry has low variability in privacy 

practice, then different levels of privacy violation may not translate into switching behavior as 

consumers may feel a sense of digital resignation (Draper and Turow 2019). That is, in 

standardized industries (e.g., online retail), situation controllability is low and a sense of 

helplessness therefore inhibits consumers’ willingness to actively reclaim control regardless of 

violation severity. In other industries with more varied privacy practice (e.g., social media), 

consumers are more likely to engage in control-reclaiming behavior because it still seems 

possible for them to reclaim control (i.e., situation controllability is high). Having established the 

three violation types, subsequent studies focus more narrowly on the distinction between 

targeting and sharing to provide a more conservative and streamlined test of the underlying 

control-based mechanism. This also more accurately reflects most market situations in which 
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recording is ubiquitous (Acquisti, Brandimarte, and Loewenstein 2020) but companies differ in 

terms of whether consumer data is used for targeting or sharing with third parties.   

STUDY 3 

Study 3 further dissects the differences between targeting and sharing, and tests the 

underlying role of resource control in consumers’ response to privacy violation. Our framework 

asserts that consumer response to privacy violations are rooted in their drive to reclaim lost 

control over their personal information. If our theorizing is correct, then priming consumers with 

high (vs. low) resource control should satisfy this need and therefore inhibit the compensatory 

path that consumers otherwise take when their privacy is violated in a highly variable industry.  

Method 

This study recruited 220 business students (N = 187 after attention check exclusions, 

MAge = 20.78, SDAge = 1.57; 62.60% female) at a public university who participated in exchange 

for course credit. Consistent with our previous studies, only US residents were recruited as 

privacy norms and tolerance could vary widely across cultures (Markos, Milne, and Peltier 

2017). Upon arriving at a computer lab, participants were randomly assigned to conditions in a 2 

(resource control: low, high) × 2 (violation type: targeting, sharing) between-participants 

experiment and were told that the study consisted of two unrelated parts. In the first part, they 

completed a resource control manipulation task under the disguise of a business situation, 

detailed on a piece of paper preset for them by a research assistant. Because resource control is a 

necessary but not sufficient precursor to power (Rucker, Galinsky, and Dubois 2012), we 

adapted McAlister, Bazerman, and Fader's (1986) channel negotiation task to directly manipulate 

resource control in particular rather than power more generally.  
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The manipulation asked participants to imagine themselves in a business negotiation 

scenario in which they were a manager tasked with purchasing a piece of equipment with a 

$100,000 budget. In the high (low) resource control condition, participants were informed that 

the piece of equipment was in extremely low (high) demand and that there were many suppliers 

(competitors) in the market. Thus, in the high (low) resource control condition, the scenario 

created a resource imbalance in (against) participants’ favor. Participants then were told that they 

received a quote for $120,000, and asked to write their counter offer on that piece of paper. This 

offer amount was used as a check on the resource control manipulation. As an additional 

manipulation check, on a computer screen, participants were asked to rate their overall sense of 

control over the resources involved on a two-item, five-point Likert scale (r = .70, Ajzen 2002).  

The second part of the study, also completed on a computer screen, proceeded similarly 

to Study 2. Participants were provided with information about Industry X (containing four 

companies) and were told they were current customers of Company A. In the sharing (targeting) 

condition, a cookies pop-up explained that Company A was collecting and using their 

information to share with a third party (deliver targeted ads). Participants were then presented 

with the same two-item switching index (r = .82), containing both a dichotomous and continuous 

item. Next, participants completed an attention check item regarding Company A’s cookies 

policy, and were debriefed and thanked for their participation. After participants exited the lab, a 

research assistant collected and recorded their responses to the first task.  

Results 

Manipulation checks. As found by McAlister, Bazerman, and Fader (1986), we expected 

that those in the high (low) resource control condition would report feeling more (less) control 

and offer a significantly lower (higher) amount. We conducted a pair of 2 (resource control) × 2 
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(violation type) factorial ANOVAs on offer amount and the perceived control measure and found 

only a main effect of resource control on both manipulation checks. On average, those in the 

high resource control condition were willing to offer less than those in the low resource control 

condition (F(1, 183) = 24.90, p < .001, MHigh Control = $80,521 , SDHigh Control = 13,968, MLow Control 

= $109,274, SDLow Control = 52,644). They also reported feeling significantly more control (F(1, 

183) = 112.03, p < .001, MHigh Control =3.72, SDHigh Control = 0.90, MLow Control = 2.29, SDLow Control = 

0.93). There was no significant main effect of violation type or interaction on either measure (all 

ps >.51). These results suggest that the resource control manipulation was successful.  

Main effects and interaction. A 2 (resource control) × 2 (violation type) factorial 

ANOVA on the switching index revealed a main effect of violation type such that participants in 

the sharing (vs. targeting) condition were significantly more likely to switch (F(1, 183) = 10.77, 

p = .001, MSharing = 0.25, SDSharing = 1.04, MTargeting = -0.20, SDTargeting = 0.84), but no main effect 

of resource control (p = .45) was observed. Importantly, results also indicated a significant two-

way interaction (F(1, 183) = 4.35, p = .04, Figure 4). Planned contrasts showed that in the low 

resource control condition, results mirrored those of our prior studies such that participants were 

more likely to switch in the sharing (vs. targeting) condition (MSharing = 0.44, SDSharing = 1.04, 

MTargeting = -0.29, SDTargeting = 0.76, p < .001). However, in the high resource control condition, 

the effect was eliminated (MSharing = 0.05, SDSharing = 0.99, MTargeting = -0.11, SDTargeting = 0.91, p = 

.40).   

Discussion 

Findings from Study 3 reaffirm our conceptual distinction between targeting and sharing, 

suggesting that consumers might consider the latter (vs. former) type of privacy violation to be 

more severe. Results also support our theorizing that consumers respond to privacy violations 
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with attempts to regain resource control when market factors provide situation controllability. 

When consumers’ resource control was primed from a different source, their need to reclaim 

control through brand switching was eliminated. Our findings therefore establish that consumers’ 

reaction to privacy violations is primarily rooted in their need to reclaim lost control. This 

mechanism helps explain past work showing that when consumers are given options to control 

their information on a technological platform, they surrender more personal information 

(Brandimarte, Acquisti, and Loewenstein 2012) or become less guarded towards personalized 

marketing practice (Tucker 2014). In Study 4, we provide an alternative test of this mechanism 

in a more ecologically valid context while connecting it to situation controllability.  

STUDY 4 

 Study 4 aimed to further test our proposed mechanism through the mediating role of 

resource control within the broader theoretical model depicted in Figure 1. To enhance 

ecological validity, we created a user interface for a novel mobile app and asked participants to 

evaluate it and decide whether to adopt the app based on its features and privacy policy. This 

study therefore seeks to test consumers’ control-reclaiming behavior through a routine decision 

to either keep a mobile app or switch to a competing app, while experimentally manipulating 

industry variability and violation type.  

 This study also aimed to rule out an alternative explanation. Martin, Borah, and Palmatier 

(2017) suggest that consumer vulnerability—perceived susceptibility to harm that arises from 

feelings of loss of control (Baker, Gentry, and Rittenburg 2005)—explains the impact of data 

breaches on consumer response. However, as conceptualized in the literature, consumer 

vulnerability arises primarily in extreme circumstances that present an imminent threat to safety. 
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In a majority of routine privacy situations, however, consumers are less likely to feel a sense of 

personal danger, instead sensing a more generalized loss of control over personal information 

(Draper and Turow 2019). Consistent with recent survey research (Pew 2019), our theorizing 

therefore suggests that resource control (and not vulnerability) is the primary driving force 

underlying consumer response to most routine privacy violations. 

Method 

Sample and design. Participants were 1,022 US residents recruited from MTurk and 

randomly assigned to conditions in a 2 (violation type: targeting, sharing) × 2 (industry 

variability: low, high) between-participants experiment. We oversampled to account for those 

with no interest in the mobile app category, aiming to retain at least 100 participants per 

condition. This is because consumers who lack interest in a product category are unlikely to be 

influenced by the type of privacy violation, regardless of situation controllability (Plangger and 

Montecchi 2020). Excluding these participants left a sample of N = 627 (N = 500 after attention 

check exclusions, MAge = 36.53, SDAge = 11.98; 50.40% female).  

Stimuli and procedure. Participants were first told that they were to evaluate a location 

service app called CrowdChkr, which informed users how crowded public locations are. As part 

of the app demo process, participants were asked to provide their initials and zip code to simulate 

the type of personal information consumers would be asked to give to an actual mobile app. 

Participants were then asked to try a demo of the app’s user interface. As shown in Appendix F, 

the interface featured a generic map with a few marked locations. Participants were reassured 

that this was only a demo and not linked to their actual location. When participants clicked on 

these different locations, details of the current occupancies of the respective places appeared. To 
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maintain the cover story, participants were then asked to evaluate their overall impression of the 

app’s main features and provide qualitative feedback.  

 After completing the demo, participants were told that, using their provided information, 

a CrowdChkr account had been automatically created for them with a username piped from the 

initials and zip code input at the beginning of the study. As users of the CrowdChckr app, they 

were then presented with the app’s privacy policy. In the sharing (targeting) condition, the 

privacy policy notified participants that the app collected information regarding users’ contact 

details and location, and that this information would be shared with a third-party (used to deliver 

targeted ads). Participants were then provided with additional information as part of the industry 

variability manipulation (see Appendix F). In the high (low) variability condition, an animated 

GIF informed participants that there are many other location service apps in the industry, and 

that all of them have the same (a different) privacy policy with respect to users’ data.  

 For the main dependent measure, participants were presented with three options. They 

could choose to keep their CrowdChkr account and receive an email with a link to download the 

app (0), they could delete their account and try another similar app (1), or they could delete the 

account and not try any other app (2). As described earlier, those who chose the latter option 

indicated no interest in the product category and were excluded from further analyses. A logistic 

regression confirmed that neither violation type nor industry variability influenced participants’ 

selection of this “no interest” option (vs. others; all ps >.12, see Appendix G). The remaining 

options therefore created a dichotomous choice measure of brand switching. Consistent with our 

previous studies, participants also indicated how strongly they felt about their choice. The two 

measures (r = .95) were again standardized and averaged into a switching index. Resource 

control was also measured as a potential mediator, using a single item adapted from Ajzen 
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(2002): “How much control do you feel over your information on CrowdChkr?” (1 = No control 

at all, 9 = A lot of control). Additionally, to test consumer vulnerability as a potential alternative 

explanation, participants completed a three-item, nine-point measure of vulnerability (Martin, 

Borah, and Palmatier 2017). As a check on the industry variability manipulation, participants 

were then asked to rate the level of variability in privacy practice in the location service industry 

on a scale from 1 (All have the same privacy policies) to 9 (All have the different privacy 

policies). Finally, participants responded to an attention check concerning CrowdChkr’s privacy 

policy and provided demographic information.  

Results 

Manipulation check. A 2 (violation type) × 2 (industry variability) factorial ANOVA on 

the variability check revealed that those in the high (low) variability condition perceived a 

significantly higher level of variability in privacy practice in the industry (F(1, 496) = 210.14, p 

< .001, MHigh Variability = 7.11, SDHigh Variability = 1.64, MLow Variability = 4.04, SDLow Variability = 2.92). 

There was no main effect of violation type or interaction effect (ps > .41), indicating that the 

manipulation was successful.  

Main effects and interaction. We conducted a 2 (violation type) × 2 (industry variability) 

factorial ANOVA on resource control. As expected, results showed only a significant main effect 

of violation type on control (F(1, 496) = 7.07, p < .01; other ps > .33), such that sharing (M = 

5.10, SD = 2.50) reduced feelings of control over personal information relative to targeting (M = 

5.66, SD = 2.24). This lends further support to our theorizing that severity of privacy violation 

influences consumers’ sense of resource control regardless of industry characteristics.  

A parallel 2 (violation type) × 2 (industry variability) factorial ANOVA on the switching 

index revealed no main effect of violation type (p = .47) but a significant main effect of industry 
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variability (F(1, 496) = 5.49, p = .02) such that participants were less likely to switch under low 

(M = -0.70, SD = 0.69) versus high industry variability (M = -0.55, SD = 0.83). We again 

observed the expected two-way interaction on switching (F(1, 496) = 4.49, p = .04; Figure 5). 

Decomposing this interaction further supported our theorizing. When industry variability was 

high, sharing (M = -0.44, SD = 0.87) prompted a greater likelihood of switching as compared to 

targeting (M= -0.64, SD = 0.77, p = .04). In contrast, when industry variability was low, there 

was no significant difference in switching between targeting and sharing (p = .33). 

Moderated mediation. Our theorizing (as summarized in Figure 1) suggests that severe 

(vs. moderate) privacy violations increase consumers’ active coping behaviors because they 

reduce resource control. We have further argued and shown that this active coping response is 

attenuated when situation controllability (operationalized as industry variability) is low. If true, 

resource control should mediate the relationship between violation type and switching under high 

industry variability, but the mediated effect should be significantly attenuated under low industry 

variability. This was tested via moderated mediation analysis using the PROCESS Macro (Hayes 

2013; Model 15) with violation type as the predictor, resource control the mediator, industry 

variability the moderator, and switching the dependent measure.  

Results supported our theorizing. First, we observed the expected resource control × 

industry variability interaction on switching (b = -0.08, SE = 0.03, p < .01; see Appendix H for 

visualization of interaction). Planned contrasts revealed that, as predicted, resource control 

exhibited a strong negative relationship with switching behavior in the high variability condition 

(b = -0.15, SE = 0.02, p < .001) but an attenuated relationship in the low variability condition (b 

= -0.06, SE = 0.22, p = .001). Results also revealed a significant index of moderated mediation 

(index = 0.05, SE = 0.02, CI.95 [0.01,0.10]; Figure 6), suggesting that the overall model was 
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significant. Specifically, when industry variability was high, sharing (vs. targeting) reduced 

feelings of resource control, which in turn increased participants’ likelihood of switching (ab = 

0.08, SE = 0.03, CI.95 [0.02,0.15]). However, when industry variability was low, the indirect 

effect of violation type on switching through resource control was significantly attenuated (ab = 

0.04, SE = 0.02, CI.95 [0.005, 0.08]).  

 Finally, we ran additional analyses to test for consumer vulnerability as an alternative 

mechanism. Including vulnerability as a covariate in the moderated mediation model did not 

change the results. The index of moderated mediation was still significant (index = 0.04, SE = 

0.02, CI.95 [0.01, 0.09]), reflecting the same pattern of conditional effects as the model without 

vulnerability. Additionally, a separate moderated mediation analysis with both resource control 

and vulnerability as parallel mediators showed a significant index of moderated mediation with 

resource control as the mediator (index = 0.04, SE = 0.02, CI.95 [0.01, 0.09]), but not with 

vulnerability as the mediator (index = 0.02, SE = 0.02, CI.95 [-0.01, 0.07]). Thus, while 

vulnerability may explain consumer response to privacy violations in some contexts, our 

theorizing and findings suggest that resource control serves as a more robust mechanism.  

Discussion 

 Study 4 findings further solidify our theorizing. When situation controllability (as 

industry variability) was high, sharing (vs. targeting) reduced feelings of control over 

consumers’ own personal information, which in turn increased control-reclaiming behaviors (as 

brand switching). However, when situation controllability was low, violation type still affected 

resource control but these feelings of control were in turn less likely to translate into control-

reclaiming behavior. Furthermore, our results rule out consumer vulnerability as an alternative 

mechanism, suggesting that consumers’ seemingly paradoxical privacy behaviors are primarily 
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rooted in their need to regain lost control. This provides additional support for our theorizing 

around the roles of resource control and situation controllability in explaining the privacy 

paradox. In addition, we found no significant main effect of industry variability on perceived 

control, supporting our underlying assumption that situation controllability acts as enabler of 

control-reclaiming behaviors, not as a source of control. In our final study, we aimed to replicate 

the core violation type × industry variability interaction in an actual market setting and using an 

alternative form of control-reclaiming behavior.  

STUDY 5 

 Study 5 used text analysis of Twitter data to compare linguistic response to targeting or 

sharing privacy violations from Facebook and Amazon, creating a naturalistic 2 (violation type: 

targeting, sharing) × 2 (company: Facebook, Amazon) quasi-experiment. Facebook and Amazon 

represent two industries (online retail and social media) that differ in terms of variability of 

privacy practices. We expect increased control-reclaiming behavior in response to a sharing (vs. 

targeting) privacy violation from Facebook because it operates in an industry with high 

variability in privacy practice (Ahmad 2018; Norton 2020). However, because Amazon operates 

in a more standardized industry (Paul 2020), a sense of helplessness should inhibit consumers’ 

control-reclaiming behavior regardless of the company’s privacy-violating action.  

 To operationalize control-reclaiming behavior, we draw from research in 

psycholinguistics on the use of personal pronouns. Personal pronouns have been shown to 

demonstrate a speaker’s mental state or traits and influence cognitive processes (Chung and 

Pennebaker 2007; Kacewicz et al. 2014). In marketing and related fields, research into personal 

pronouns has grown in prominence in recent years thanks to the increasing availability of text 
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data. Research in this domain has shown that use of personal pronouns can affect relationships 

between firms and customers (Packard, Moore, and McFerran 2018) or influence cultural trends 

(Packard and Berger 2020). More relevant to the present study, Kacewicz et al. (2014) 

established that use of first-person plural (“we”) and second-person singular (“you”) pronouns 

both serve as verbal expressions of control because they imply a collectivist- and other-

orientation, respectively (Cassell et al. 2006). Use of such control-enhancing language can serve 

as a way for individuals to reclaim control once it has been threatened, even if the individual is 

not consciously aware of it (Thimm, Rademacher, and Kruse 1995). We therefore expect greater 

frequency of these control-enhancing pronouns among consumers tweeting about Facebook’s 

sharing (vs. targeting) privacy violations because situation controllability is relatively high. 

Conversely, in response to Amazon (where situation controllability is low), pronoun frequency 

should not differ regardless of whether the tweets refer to sharing or targeting.  

Method 

We used package Rtweet to collect 4,165 tweets (N = 3,805 after removing duplicates) 

from the Twitter Developer API and matched keywords (Hewett et al. 2016) reflecting violation 

type (targeting or sharing) with either Amazon or Facebook. Keywords regarding targeting 

(sharing) were “targeting,” “targeted,” “targets” (“sharing data,” “shares data,” “shared data,” 

“third party data,” “3rd party data”). Following Berger et al. (2020), we excluded retweets and 

replies to ensure that the content was not biased towards the most popular tweets, and removed 

URLs, punctuation, digits, username tags, and emojis (see Table 2 for example tweets). We ran 

the cleaned data through the LIWC Dictionary (Pennebaker et al. 2015) to analyze frequencies 

(per tweet) of two linguistic expressions of control enhancement: Pronouns “we” and “you.”  
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Results 

A 2 (violation type) × 2 (company) ANOVA (df = 1, 3801 for F-tests) treating “we” 

frequency as the dependent variable revealed no main effects (ps > .17), but a significant 

interaction (F = 6.85, p = .009). Planned contrasts supported our theorizing. For tweets 

referencing Facebook (Figure 7a), sharing (vs. targeting) was associated with significantly 

greater usage of “we” (F = 6.85, p = .009, MSharing = 0.78, SDSharing = 2.53, MTargeting = 0.41, 

SDTargeting = 1.58), whereas no effect of violation type was observed among tweets referencing 

Amazon (p = .14). A parallel ANOVA on “you” frequency displayed a similar pattern. Although 

we observed main effects of violation type (F = 96.15, p < .001) and company (F = 29.38, p < 

.001), this was qualified by a significant interaction (F = 70.49, p < .001, Figure 7b). Planned 

contrasts again showed, with reference to Facebook, usage of “you” was significantly greater in 

response to sharing (vs. targeting; F = 189.60, p < .001, MSharing = 3.06, SDSharing  = 4.60, 

MTargeting = 0.74, SDTargeting = 2.25), whereas no difference emerged with reference to Amazon (p 

= .54, MSharing = 0.74, SDSharing  = 2.18, MTargeting = 0.65, SDTargeting = 2.14).  

Discussion 

Consistent with our theorizing, consumers use control-signaling pronouns much more 

frequently when they discuss Facebook’s sharing (vs. targeting) actions. The same effect, 

however, is not observed when discussing Amazon, even though its actions are no less intrusive 

than Facebook’s. This is because Facebook and Amazon, while equally intrusive with 

consumers’ data, operate in industries with highly different privacy norms.  

One potential alternative explanation for this pattern is that the pronoun “you” was more 

popular with Facebook due to the highly social aspect of the platform. Indeed, Packard and 

Berger (2020) found that songs with “you” are much more popular because “you” directly 
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signals attentional focus and inspires other-activation. Yet the authors did not find the same 

effect on usage of “we.” In contrast, this quasi-experiment found converging findings on both 

“we” and “you” and therefore, in conjunction with our prior studies, provides robust support for 

our theorizing around consumers’ usage of these pronouns as a means to reclaim control.  

GENERAL DISCUSSION 

The rapid development of big data analytics (e.g., machine learning, deep learning, 

artificial intelligence, etc.) suggests that collection and use of consumers’ personal data will only 

continue to grow. Privacy is therefore more prescient to marketers and consumers than ever 

before (Martin, Borah, and Palmatier 2017). Yet, the literature provides little clarity around the 

construct of privacy violation (Martin and Murphy 2017) and the privacy paradox (Krasnova et 

al. 2010). The current research aimed to contribute to these overlapping areas.  

Inspired by in-depth interviews with privacy experts, Study 1 revealed three dimensions 

of privacy violation (recording, targeting, and sharing) that progressively increase in severity. 

Four subsequent studies then converged to show that severe (vs. moderate) privacy violations 

progressively diminish consumers’ perceived control over a valued resource (i.e., resource 

control), prompting a greater likelihood of control-reclaiming behaviors. Consistent with this 

mechanism, our research also demonstrates the moderating role of situation controllability (as 

industry variability) that helps explain the privacy paradox. Study 2 confirmed the effect of 

violation type on consumers’ response using a direct manipulation of industry variability. Study 

3 employed a lab experiment and showed that an incidental source of resource control may serve 

to attenuate the effects of violation type, further supporting resource control as the mechanism. 

Study 4 then provided mediation evidence for the proposed mechanism in an ecologically valid 
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setting with a consequential outcome. Lastly, Study 5 reinforced this pattern of effects using text 

analysis of Twitter data in a naturalistic, quasi-experimental design. 

Theoretical Implications 

 The current research contributes to theories of consumer privacy by clarifying the 

construct of privacy violation from a consumer perspective. Because perceived privacy violation 

is a consumer-level construct, it is crucial to theory development that the construct be examined 

from the perspective of consumers, rather than academics or practitioners (Reich and Yuan 

2019). Indeed, our studies show that consumers may understand privacy violations in a unique 

way depending on whether the company is recording, targeting or sharing consumer data. 

Importantly, building on existing conceptualizations, we show that perceptions of privacy 

violation hinge primarily on what companies do with consumers’ information, rather than merely 

the nature or quantity of information collected. For instance, contrary to predominant definitions 

of privacy violation in the marketing literature (Nill and Aalberts 2014), our research suggests 

that consumers might not see merely being tracked or recorded online as particularly intrusive. 

Further, consumers might not perceive a highly targeted ad as especially violating, at least 

relative to having their data shared with third parties. In this aspect, we also disentangle the 

nuanced difference between targeting and sharing, two violation types traditionally confounded 

in past literature (Vesanen and Raulas 2006). Importantly, our research establishes that more 

severe violation types increase consumers’ likelihood of engaging in control-reclaiming 

behaviors because violation severity reduces resource control.  

Relatedly, our research establishes the underlying role of control in consumers’ response 

to privacy behaviors as both a manipulated moderator (Study 3) and a measured mediator (Study 

4). In so doing, this research extends beyond surface-level consequences (e.g., privacy concerns, 
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perceived risks, etc.; Brandimarte, Acquisti, and Loewenstein 2012; Krasnova et al. 2010; 

Phelps, Nowak, and Ferrell 2000) to contribute toward a deeper understanding of privacy from a 

consumer psychology perspective (Krishna 2020). This is especially important in light of the 

privacy paradox, whereby privacy concerns often do not translate into corresponding behavioral 

responses (Norberg, Horne, and Horne 2007). Indeed, greater privacy concerns have been shown 

to increase consumers’ voluntary information disclosure (Sheehan and Hoy 1999). Moreover, 

other researchers have lamented that self-reported privacy concerns fail to predict meaningful 

consumer outcomes (Bornschein, Schmidt, and Maier 2020; Martin, Borah, and Palmatier 2017) 

and have called for investigations into mechanisms that better explain consumer privacy 

behaviors. Our research answers these calls, demonstrating that consumer reactions to privacy 

violation are primarily rooted in a need to reclaim lost control over personal information.  

In addition, the current research sheds light on an otherwise opaque privacy paradox 

documented in the literature (Acquisti, Brandimarte, and Loewenstein 2020; Krasnova et al. 

2010; Li et al. 2017; Norberg, Horne, and Horne 2007) by synthesizing theories of self-

determination (Deci and Ryan 2000) and coping (Dweck 2000). Because people cope passively 

with threats to control when situation controllability is low (Skinner and Zimmer-Gembeck 

2011), privacy violations fail to prompt an active consumer response when market conditions 

make reclaiming control seem impossible. Just as consumers deleted Facebook but continued 

with Amazon following similar privacy violations, our findings show that consumers are more 

likely to attempt to reclaim control (through brand switching [Studies 2-4] or status-enhancing 

language [Study 5]) only in an industry with high of variability in privacy practices. In contrast, 

in an industry in which most or all companies are using consumer data in the same way (i.e., 

when industry variability is low), consumers will be less likely to reclaim control regardless of 
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violation severity. This provides a robust theory-driven explanation for the privacy paradox that 

can be seen when comparing consumer behavior in industries with a relatively standardized data 

protection policy (e.g., online retail, banking, search engines, etc.; Grosso et al. 2020; Norberg, 

Horne, and Horne 2007) to those with high variability of privacy practices (e.g., social media, 

streaming, gaming, etc.; Hajli and Lin 2016). In so doing, the current research extends a privacy 

literature that has previously relied more narrowly on individual differences to explain consumer 

response to privacy violations (Aguirre et al. 2014; Hallam and Zanella 2017; Norberg, Horne, 

and Horne 2007).  

Managerial Implications 

As consumer data become more valuable to companies’ business models (Interactive 

Advertising Bureau 2019), marketers must understand how consumers evaluate their data 

practice and strive to maintain a healthy balance between providing customized experiences and 

preserving consumer privacy. Our research shows that not all privacy violations are equal and 

violation severity has meaningful consequences for brands. Specifically, companies are more 

likely to alienate consumers as their violating actions shift from recording to targeting and to 

sharing, especially when asking for broad consent of personal information in vague terms. Yet 

certain information (e.g., crash reports) is important for companies to collect to improve 

consumer experience (Acquisti, Taylor, and Wagman 2016). As our findings suggest, a more 

balanced approach may be optimal, where companies ask consumers for consent to each data 

practice separately. For example, a mobile phone company could ask, separately, for consent to 

(1) record information regarding phone performance and errors, (2) use personal information to 

deliver targeted offerings, and (3) share certain information with a third party. Such a practice 
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could encourage consumers to continue to engage with the company and share their information 

as appropriate while preserving consumers’ sense of control over their personal information.  

In addition, past research has shown that while privacy is important to business practice, 

it is often seen as a burden or cost and could hardly be used strategically (Bamberger and 

Mulligan 2010; Martin and Murphy 2017). However, our findings suggest that privacy could be 

used as a unique selling point for a newcomer or a disadvantaged competitor in industries with 

standardized privacy practices. Indeed, DuckDuckGo—a private search engine platform—has 

gained substantial attention for its consumer-friendly privacy practices amid the otherwise 

Google-dominated search engine sphere (Lomas 2019). In addition, iPhone’s newest advertising 

campaign has embraced privacy to differentiate themselves in an increasingly Android-

dominated market (Grothaus 2020). In sum, it appears that standardized industries offer profound 

differentiation opportunities for marketers that may simultaneously enhance profitability and 

consumer well-being. 

Finally, in establishing the moderating effect of situation controllability (as industry 

variability in data practice), our research suggests that consumers are especially susceptible to 

severe privacy violations in industries with standardized privacy practices (e.g., banking or 

online retail). Consequently, these industries require more attention and regulation from policy-

makers. As an example of a feasible regulatory action, policy-makers might consider prohibiting 

privacy policy standardization by mandating a certain level of industry variability, thereby 

enhancing situation controllability by permitting consumer choice. 

Limitations and Future Research 

Although we have attempted to maximize the rigor of our research, several limitations 

exist that provide opportunities for future research. First, although Study 4 adopted a realistic 
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consumption setting and Study 5 employed naturalistic observation of online behavior, none of 

our studies employed a true field-experiment design in which random assignment of conditions 

was linked to actual marketplace behavior. One possible approach to doing so would be to 

deliver manipulated cookies policy pop-ups (similar to Studies 2 and 3) during consumer visits to 

actual company websites, and observing naturalistic responses without their awareness that they 

are participating in a research study. Although such an endeavor requires ambitious effort, it 

would be a worthwhile extension of the current research. 

In addition, although we have established industry variability as an explanatory factor for 

the privacy paradox, other factors may contribute to the phenomenon as well. For instance, brand 

loyalty has been shown to increase consumers’ willingness to forgive a company for unethical 

behavior (Ingram, Skinner, and Taylor 2005) and service failure (Henderson, Beck, and 

Palmatier 2011). It may therefore also serve as a consumer- and brand-level factor that helps 

explain why consumers sometimes fail to act on their privacy concerns. In an effort to develop a 

broader model of consumer privacy behavior, future researchers may explore this and other 

moderating factors at multiple levels (consumer, company, industry, etc.).  

Moreover, our findings are subject to cultural variations in privacy norms. Research has 

shown that levels of privacy tolerance differ widely across cultures (Markos, Milne, and Peltier 

2017). A more collectivist society might be more accepting towards data sharing whereas a more 

individualistic society might react more negatively to the control threat posed by these privacy 

violations. Future work should investigate these and other issues related to the generalizablity of 

our findings across cultural contexts. 

Finally, across studies, we demonstrate consumers’ coping response to a loss of resource 

control. However, compensatory control theory focuses on personal control—one’s belief in 
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their ability to achieve desired outcomes (Landau, Kay, and Whitson 2015)—as a determinant of 

coping strategies. An outstanding question is, therefore, what is the link between resource control 

and personal control?  Although one might assume that both types of control are always 

positively associated, situations in which relinquishing control over information (thereby 

reducing resource control) is necessary to gain access to an app that could help them achieve 

certain outcomes (thereby enhancing personal control). This interplay between resource control 

and personal control represents an interesting and important venue for future research, especially 

in the consumer privacy domain. 
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APPENDIX 

Appendix A: Results of Study 1 Replication with Student Sample 

 
Notes: *component Eigenvalue; numbers within bars represent means; error bars represent 95% CI; numbers in 

component columns represent factor loadings. 

 

113 students (N = 113; MAge = 25.85, SDAge = 7.32; 67.0% female) at a public university 

participated in this replication study in exchange for course credit. A Principal Component 

Analysis (PCA) with Varimax rotation found that the twelve ratings converged into three 

components with step levels of perceived privacy violation. A follow-up repeated-measures 

ANOVA comparing the composite means of these components suggested a significant omnibus 

difference (Hyunh-Feldt F(2, 224) = 293.80, p < .001, replicating results of the main study. 
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Appendix B. Violation type Manipulation (Study 2 and 3) 

Recording Condition 

Imagine that you are shopping online/ browsing social media. You have bought products from this online 

retailer/have used this social media in the past and are returning today. As you are browsing, and a small pop-up 

window appears:  

COOKIES POLICY 
 
We use cookies to make sure that you have the best experience on our website. 
We’ll collect and record your information on the websites you visit, the duration of 
visits, and your IP address. 
 
This information will be used to improve your browsing experience, but will NOT be 
used to deliver customized advertisements and will NOT be shared with any third-
party companies and developers. 

You recently learned that this cookies practice helps the company earn an annual amount of $10 per user. 
Targeting condition 

COOKIES POLICY 
 
We use cookies to make sure that you have the best experience on our 
website. We’ll collect and record your information on the websites you 
visit, the duration of visits, and your IP address. 
 
This information will be used to improve your browsing experience and 
deliver customized advertisements but will NOT be shared with any third-
party companies and developers. 

Sharing condition 

COOKIES POLICY 
 
We use cookies to make sure that you have the best experience on our 
website. We’ll collect and record your information on the websites you 
visit, the duration of visits, and your IP address. 
 
This information will be used to improve your browsing experience and 
share with several registered third party companies but will NOT be used 
for targeted advertisements.  
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Appendix C: Measures used across Studies 
Measure Item Study 

Privacy violation  
 “This action is…” (1 = Not at all a privacy violation; 7 = An extreme 

privacy violation).  
1 

Privacy violation 
(Krasnova et al. 

2010) 

 “This action is…” (1 = Not at all a privacy violation; 7 = An extreme 
privacy violation).  

 “Overall I see no real threat to my privacy due to my participation in 

this website” (1 = Strongly disagree; 7= Strongly Agree) 

 “I feel my personal information is safe on this website” (1 = Strongly 
disagree; 7= Strongly Agree) 

 Overall perception of privacy risk involved when using Company A’s 

website (1 = Not risky at all; 7 = Very risky) 

2 

(pretest) 

Brand Switching 

Index 

 In this situation, would you continue on to Company A’s website, or 

would you switch to another company’s website to meet your needs? 

I would… (0 = Continue with Company A, 1 = Switch to another 

company) 

 How strongly do you feel about your choice? (1 = I feel strongly about 

continuing with company A, 13 = I feel strongly about switching to 

another company) 

2, 3 

Brand Switching 

Index 

 In this situation, would you continue on to Company A’s website, or 

would you switch to another company’s website to meet your needs? 

I would… (0 = Keep my account on CrowdChkr and receive an email 

with the download link, 1 = Delete my account on CrowdChkr and 

switch to another similar app, 2 = Delete my account on CrowdChkr 

and do not try another similar app) 

 How strongly do you feel about your choice? (1 = I feel strongly about 
keeping my CrowdChkr account, 13 = I feel strongly about switching 

to another similar app) 

4 

Resource Control 
(Ajzen 2002) 

 I feel in control over this process (1= Strongly disagree; 5= Strongly 

agree) 

 It is easy for me to complete this process (1= Strongly disagree; 5= 

Strongly agree) 

3 

Resource Control 

(Ajzen 2002) 

 How much control do you feel over your information on CrowdChkr? 

(1 = No control at all over my information; 9 = Complete control over 

my information) 

4 

Vulnerability 

(Martin, Borah, 

and Palmatier 

2017) 

 How do the personal data practices in this situation make you feel:  

o vulnerable (1 = Not at all vulnerable; 9 = Extremely vulnerable) 

o exposed (1 = Not at all exposed; 9 = Extremely exposed) 

o threated (1 = Not at all threatened; 9 = Extremely threatened) 

4 

Variability Check 

 How much variety is there in privacy policies of companies in Industry 

X? (1 = All have the same privacy policies; 7 = All have different 

privacy policies) 

2, 5 

Benefit Check 
 This data practice primarily benefits…. (1 = Company A, 7 = 

Consumers) 
2 
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Appendix D: Variability Manipulation, Study 2 
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Appendix E: Main Effects and Interactions on Individual Switching Items and Combined 

Switching Index (Studies 2 – 4) 

 Dichotomous 

switching item 

(Logistic 

Regression – 

Likelihood ratio 

test) 

Continuous switching 

item (ANOVA) 

Combined switching 

index (ANOVA) 

 df χ2 p df F p df F p 

Study 2          

Violation Type 2 32.87 <.001 2,379 20.74 <.001 2,379 20.51 <.001 

Industry Variability 1 17.39 <.001 1,379 13.05 <.001 1,379 13.23 <.001 

Violation Type × Industry 

Variability 

2 5.46 .06 2,379 8.05 <.001 2,379 7.42 <.001 

Study 3          

Violation Type 1 10.67 .001 1,183 8.82 .003 1,183 10.77 .001 

Resource Control 1 0.01 .91 1,183 0.79 .38 1,183 0.57 .45 

Violation Type × Resource 

Control 

1 4.30 .04 1,183 3.48 .06 1,183 4.35 .04 

Study 4          

Violation Type 1 0.61 .43 1,496 0.42 .51 1,496 0.54 .47 

Industry Variability 1 5.29 .02 1,496 4.98 .03 1,496 5.49 .02 

Violation Type × Industry 

Variability 

1 3.69 .05 1,496 4.68 .03 1,496 4.49 .04 
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Appendix F: Stimuli for Study 4 

App Interface & Violation Types Manipulation 

   

Variability Manipulation 
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Appendix G: Results of Logistic Regression on No-Interest Choice (Study 4) 

 

In Study 4, to test whether participants who had no interest in the mobile app were 

equally distributed among experimental conditions, we dummy-coded a no-interest variable (1= 

Delete and don’t try any other app, 0 = Other choices). We then conducted a logistic regression 

of violation type, industry variability, and their interaction on the no-interest measure and found 

no significant effects (ps > .12). This confirmed our assumption that participants who lack 

interest in a product category are unlikely to be influenced by the type of privacy violation or 

industry variability.  

Appendix H: Resource Control × Industry Variability on Brand Switching (Study 4) 
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TABLE 

Table 1. Study 1: PCA Results Ordered by Mean Score 

 
Notes: *component Eigenvalue; numbers within bars represent means; error bars represent 95% CI; numbers in 

component columns represent factor loadings.  

 

Table 2. Study 2: Examples of tweets collected in Study 5 

 Amazon Facebook 

Targeting 

“Targeted marketing tech allows the food 

industry to tailor promotions, transforming a one-

time temptation into an all-the-time ad. 2/3 of 

products we purchased from @amazon were 

healthy, but the majority of ads after were for 

unhealthy food” 

“Facebook refuses to restrict untruthful 

political ads and micro-targeting. You know 

what to do.” 

 (n= 299) (n=3171) 

Sharing 

Amazon has fired a number of employees after 

they shared customer email address and phone 

numbers with a third-party. Are you building your 

brand on Amazon? How do you control the 

security of your customers' private #data on that 

platform? 

“Facebook is normalizing sharing your 

healthcare data #privacy”  

 (n=134) (n=201) 
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FIGURE 

Figure 1. Conceptual Framework of Constructs (bold) and Operationalizations (italics) 

 

Figure 2. Study 2 Pretest: Linear trend of violation type on perceived privacy violation  

 
Notes: Means (SDs) provided within columns; error bars represent 95% CI 

 

Figure 3. Study 2: Interaction of violation type and industry variability on switching behavior 

 
Notes: p-values represent planned contrast effects; error bars represent 95% CI. 
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Figure 4. Study 3: Interaction of Violation Type and Resource Control on Switching 

 
Notes: p-values represent planned contrast effects; error bars represent 95% CI.  

 

Figure 5. Study 4: Effect of violation type and variability on switching behavior 

 
Note: p-values represent simple contrast effects; error bars represent 95% CI.  

 

 

Figure 6. Study 4: Moderated Mediation Model 

 
Notes: **p < .01; n.s. = not significant; coefficients (standard errors) are unstandardized 
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Figure 7. Study 5: Effect of company and violation type on usage frequency of “We” and “You” 

  
Notes: p-values represent planned contrast effects; error bars represent 95% CI.   
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