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Abstract 

 

Influencer marketing is being used increasingly as a tool to reach customers because of the growing 

popularity of social media stars who primarily reach their audience(s) via custom videos. Despite the rapid 

growth in influencer marketing, there has been little research on the design and effectiveness of influencer 

videos. Using publicly available data on YouTube influencer videos, we implement novel interpretable 

deep learning architectures, supported by transfer learning, to identify significant relationships between 

advertising content in videos (across text, audio, and images) and video views, interaction rates and 

sentiment. By avoiding ex-ante feature engineering and instead using ex-post interpretation, our approach 

avoids making a trade-off between interpretability and predictive ability. We filter out relationships that are 

affected by confounding factors unassociated with an increase in attention to video elements, thus 

facilitating the generation of plausible causal relationships between video elements and marketing outcomes 

which can be tested in the field. A key finding is that brand mentions in the first 30 seconds of a video are 

on average associated with a significant increase in attention to the brand but a significant decrease in 

sentiment expressed towards the video. We illustrate the learnings from our approach for both influencers 

and brands.  

 

Keywords: Influencer Marketing, Brand Advertising, Social Media, Interpretable Machine Learning, Deep 

Learning, Transfer Learning 
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1. Introduction 

Influencers have the capacity to shape the opinion of others in their network (Oxford Reference, 2020). 

They were traditionally celebrities (e.g., movie stars and athletes) who leveraged their expertise, fame and 

following in their activity domain to other domains. However, 95% of the influencers today, or “social 

media stars,” are individuals who have cultivated an audience over time by making professional content 

that demonstrates authority and credibility (Creusy, 2016; O'Connor, 2017b). The growth in their 

audience(s) has been in part attributed to the fact that influencer videos are seen as “authentic” based on a 

perception of high source credibility. The increasing popularity of social media stars has resulted in an 

exponential growth of the influencer marketing industry which is expected to reach a global valuation of 

$10B in 2020 from $2B in 2017 (Contestabile, 2018). There are now more than 1100 influencer 

marketing agencies in the world that allow brands to partner with influencers to promote their products 

(Influencer Marketing Hub and CreatorIQ, 2020). These influencers primarily reach their audience(s) via 

custom videos that are available on a variety of social media platforms (e.g., YouTube, Instagram, Twitter 

and TikTok) (Brooks, 2020). In contrast to conventional advertising videos, influencer videos have 

emerged as a distinct medium (see Section 3.1 for details explaining why). Despite the rapid emergence 

and growth of influencer videos, there is limited research on their design and effectiveness (or indeed 

influencer marketing in general). Specifically, little is known about the relationship between video 

content and viewer reactions as well as the evolution of these videos over time.1 

 In this paper, we investigate whether the presence and nature of advertising content in videos is 

associated with relevant outcomes (views, interaction rates, and sentiment). There are three main 

challenges in carrying out these tasks. First, most data in influencer videos are unstructured. In addition, 

these data span different modalities – text, audio and images. This necessitates the use of state-of-the-art 

machine learning methods commonly referred to as deep learning. The second challenge arises from the 

fact that past approaches in marketing using such methods have typically made a tradeoff between 

predictive ability and interpretability. Specifically, such deep learning models predict marketing outcomes 

well out-of-sample but traditionally suffer from poor interpretability. On the other hand, deep learning 

models that use ex-ante handcrafted features obtain high interpretability of the captured relationships but 

suffer from poor predictive ability.  Our “interpretable deep learning” approach handles unstructured data 

across multiple modalities (text, audio and images) while avoiding the need to make this trade-off. 

Finally, the analysis of unstructured data is computationally very demanding, leading us to use “transfer 

 
1 The literature on influencer marketing has primarily looked at the effect of textual content in sponsored blog posts on engagement with the post 
(Hughes et al., 2019) and the effect of outbound activities to other users on increasing follower base (Lanz et al., 2019). 
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learning.” We apply our approach to publicly available influencer videos on YouTube (the platform 

where influencers charge the most per post2 (Klear, 2019)). 

Our approach helps us identify statistically significant relationships between marketing (brand) 

relevant outcomes and video elements. The significance of these relationships is supported by a 

significant change in attention (importance) paid by the model to these video elements. For the outcomes, 

we use publicly available data to develop metrics based on industry practice (Influencer Marketing Hub 

and CreatorIQ, 2020) and past research on visual and verbal components of conventional advertising 

(Mitchell, 1986). These metrics are # views, engagement (#comments / # views), popularity (# likes / # 

views), likeability (# likes / # dislikes) and sentiment (details are in Section 3.3). The influencer video 

elements we consider are text (e.g., brand names in title, captions/transcript and description), audio (e.g., 

speech, music, etc.), and images (e.g., brand logos, persons, clothes, etc. in thumbnails and video frames).  

As noted earlier, the analysis of videos is computationally demanding, so we use a random 

sample of 1650 videos in order to interpret the relationship between the video elements and marketing 

outcomes. These videos are scraped from 33 YouTube influencers who span 11 product categories and 

obtain revenue from brand endorsements.3 A concern with the use of our sample size is the possibility of 

“overfitting.” In order to prevent that, we implement transfer learning approaches (which also have the 

added benefit of aiding interpretation). Transfer learning approaches, which are applied across all 

modalities of text, audio and image data, involve using models pre-trained (at a high monetary and 

computational cost) on a separate task with large amounts of data which are then fine-tuned for our 

different but related task. This is followed up with an ex-post interpretation step that allows identification 

of salient word pieces in text, moments in audio and pixels in images. 

The focus on interpretation allows us to document some interesting relationships (based on a 

holdout sample) across all three modalities (while controlling for other variables including influencer 

fixed effects). First, we find that brand name inclusion, especially in the consumer electronics and video 

game categories, in the first 30 seconds of captions/transcript is associated with a significant increase in 

attention paid to the brand but a significant decrease in predicted sentiment. Second, human sounds, 

mainly speech (without simultaneous music), within the first 30 seconds are associated with a significant 

increase in attention, and their longer duration is associated with a significant increase in predicted views 

and likeability. Similarly, music (without simultaneous human sound) within the first 30 seconds is 

associated with a significant increase in attention. However, longer music duration is associated with a 

significant decrease in predicted engagement, popularity and likeability but a significant increase in 

 
2 An influencer with 1M–3M followers on YouTube can on average earn $125,000 per post - this is more than twice the earnings from a post on 

Facebook, Instagram or Twitter (O'Connor, 2017a). 
3 Our usage of this data falls within the ambit of YouTube’s fair use policy (YouTube, 2020). 
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predicted sentiment. Third, larger pictures (of persons as well as clothes & accessories) in five equally 

spaced video frames (within the first 30 seconds) are associated with a significant increase in attention 

and predicted engagement. Fourth, more animal sounds in the first 30 sec of a video is associated with a 

significant increase in attention and a significant increase in predicted likeability. Finally, we also 

demonstrate that the focus on interpretability does not compromise the predictive ability of our model.  

These results are relevant for multiple audiences. For academics, who may be interested in testing 

causal effects, our approach is able to identify a smaller subset of relationships for formal causal testing. 

This is done by filtering out more than 50% of relationships that are affected by confounding factors 

unassociated with attention (importance) paid to video elements. For practitioners, we provide a general 

approach to the analysis of videos used in marketing that does not rely on primary data collection. For 

brands, influencers and influencer agencies, our results provide an understanding of the association 

between video features and relevant outcomes. Influencers can iteratively refine their videos using our 

model and results to improve performance on an outcome of interest. Brands, on the other hand, can 

evaluate influencer videos to determine their impact and effectiveness at various levels of granularity 

(individual video elements, interactions of elements or holistic influence).  

Overall, this paper makes four main contributions. First, to the best of our knowledge, it is the 

first paper that rigorously documents the association between advertising content in influencer videos and 

marketing outcomes. Second, it presents an interpretable deep learning approach that avoids making a 

tradeoff between interpretability and predictive ability. It not only predicts well out-of-sample but also 

allows interpretation and visualization of salient regions in videos across multiple data modalities – text, 

audio, and images. Third, it generates novel hypotheses between advertising content and a change in the 

outcome of interest for formal causal testing as noted above. Finally, it provides a comprehensive, data-

based approach for marketers (and influencers) to assess and evaluate the quality of videos. 

 The remainder of the paper is organized as follows. Section 2 discusses the related literature 

while Section 3 describes the institutional setting and data used for analysis. Section 4 details the models 

for analyzing structured and unstructured data. The results are described in Section 5 while the 

implications of our approach and findings for practitioners (influencers and marketers) are described in  

Section 6. Section 7 concludes with a discussion of the limitations and directions for future research.  
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2. Related Literature  

In this section, we review the literature on influencer marketing and unstructured data analysis (using 

deep learning) and describe how our work builds on it.4 

2.1 Influencer Marketing 

The nascent literature on influencer marketing has so far focused only on textual data (written text, 

transcripts, etc.). Hughes et al. (2019) find that high influencer expertise on sponsored blog posts is more 

effective in increasing comments below the blog if the advertising intent is to raise awareness versus 

increasing trial. However, influencer expertise does not drive an increase in likes of the sponsored post on 

Facebook, showing that the type of platform has a role to play in driving engagement. Zhao et al. (2019) 

study the audio transcript of live streamers on the gaming platform Twitch, and find that lower values of 

conscientiousness, openness and extraversion but higher values of neuroticism are associated with higher 

views. Other research, such as Lanz et al. (2019), studies network effects on a leading music platform, 

and finds that unknown music creators can increase their follower base by seeding other creators with less 

followers than creators who are influencers (with more followers). Our focus is to add to this literature by 

helping marketers better understand the role of text, audio and image elements in influencer videos.   

2.2 Unstructured Data Analysis in Marketing via Deep Learning 

The use of deep learning methods to analyze unstructured data in the marketing literature has gained 

increasing prominence in recent years due to its ability to capture complex non-linear relationships that 

help make better predictions on outcomes of interest to marketers. Marketing research on textual data has 

used combinations of Convolutional Neural Nets (CNNs) and Long Short-Term Memory Cells (LSTMs) 

to predict various outcomes including sales conversion at an online retailer (X. Liu et al., 2019), whether 

Amazon reviews are informative (Timoshenko & Hauser, 2019) and sentiment in restaurant reviews 

(Chakraborty et al., 2019). Research on image data has also used CNNs but within more complex 

architectures such as VGG-16 to predict image quality (Zhang et al., 2017) or classify brand images 

(Hartmann et al., 2020), Caffe framework to predict brand personality (L. Liu et al., 2018) and ResNet152 

to predict product return rates (Dzyabura et al., 2018). Past research on both text and image data has 

found that deep-learning models that self-generate features have better predictive ability than those that 

use ex-ante hand-crafted features (Dzyabura et al., 2018; L. Liu et al., 2018; X. Liu et al., 2019). While 

hand-crafted features suffer from poor predictive ability, they allow interpretability of their effect on the 

 
4 While there is marketing literature analyzing the effectiveness of conventional advertising videos (McGranaghan et al., 2019; Teixeira et al., 

2010, 2012), the difference between the two types of videos (see Section 3.1) makes it hard to use and/or build on.  
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outcome variable. We avoid ex-ante feature engineering of unstructured data, and instead use ex-post 

interpretation, so that we do not need to make a trade-off between predictive ability and interpretability.  

Marketing literature has also worked with video data. Pre-trained facial expression classifiers 

have been used on images from video frames to infer product preference while shopping (Lu et al., 2016). 

Similarly, hand-crafted video features have been automatically extracted from images, audio and text of 

projects on the crowd funding platform Kickstarter to study their relationship with project success (Li et 

al., 2019). More recently, there has been research that embeds information from different data modalities 

using deep learning methods to create unified multi-view representations. Combinations of structured data 

and text have been used to predict business outcomes (Lee et al., 2018); brand logo images and textual 

descriptions have been combined to suggest logo features for a new brand (Dew et al., 2019); and car 

designs have been combined with ratings data to suggest new designs (Burnap et al., 2019). In our paper, 

we do not generate a modality given the other modalities, but instead focus on providing tools to improve 

each modality and interpreting the association between multiple modalities (text, images and audio) and 

our outcomes of interest.  

 

3. Data 

3.1 Institutional Setting 

As noted earlier, influencer videos have emerged as a distinct marketing medium. They are quite different 

from conventional advertising videos5 in at least three ways. First, these videos can (and almost always 

do) contain information that is unrelated to the sponsoring brand(s). This amount of information varies by 

type of video. On the one extreme are “integrated-advertising” videos (e.g., unboxing videos, hauls, 

product reviews, etc.) that feature the brand prominently throughout the video; at the other extreme are 

the “non-integrated-advertising” videos that feature the name of the sponsored brand only in a part of the 

video in the form of mini-reviews, audio shout outs, product placements or brand image displays 

(Mediakix, 2020). The latter type of videos includes vlogs, educational videos, gaming videos, etc. that 

are not directly related to the sponsoring brand(s).  

 Second, influencer videos are typically much longer than a standard TV commercial especially on 

platforms such as Instagram and YouTube.6 By making longer videos, influencers stand to gain higher 

revenue from more mid-roll ad exposures. Furthermore, videos with higher expected watch time are more 

likely to be recommended to viewers by the YouTube recommendation algorithm (Covington et al., 

 
5 Past work on characteristics of conventional advertising videos has studied their effect on ad viewing time (McGranaghan et al., 2019; Olney et 

al., 1991), ad attention (McGranaghan et al., 2019; Teixeira et al., 2010, 2012), ad liking / irritation (Aaker & Stayman, 1990; Pelsmacker & Van 

den Bergh, 1999) and purchase intent (Teixeira et al., 2014). 
6 The median duration of videos across our sample of 1650 videos is 5.3 min which is 10 times longer than the commonly used commercial 
duration of 30 seconds (W. Friedman, 2017). 
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2016). Hence, influencer video content needs to hold viewer attention for a longer duration so that the 

video can reach a larger audience, potentially leading to higher word of mouth and content sharing.  

Third, influencer videos can be interrupted by traditional ads on YouTube. While YouTube only 

allows videos that are eight minutes or longer to have mid-roll ads, pre-roll ads can be a part of all 

influencer videos (Google, 2020c). As advertising is the primary source of revenue for influencers 

(Zimmerman, 2016), it is common for influencers to enable advertising on their videos, making it likely 

for viewers to see traditional-ad-interrupted influencer videos. Given that viewers are exposed to both 

influencer conveyed advertising and brand conveyed (traditional) advertising during the same viewing 

experience, the cognitive processing of information conveyed from each source can be quite different.  

In addition to the above differences, influencer videos are also perceived to have higher source 

credibility (Tabor, 2020). Information about the brand is conveyed by an individual with high credibility 

and expertise in a related subject area, e.g., review of a beauty product coming from an influencer who 

has demonstrated expertise in the beauty industry. 

3.2 Video Sample 

We focus on 120 influencers identified by Forbes in February 20177 (O'Connor, 2017b). These 

influencers obtain revenue from brand endorsements and post mostly in English across Facebook, 

YouTube, Instagram and Twitter. They span 12 product categories8 (10 influencers in each). We exclude 

the influencers in the Kids category as YouTube has disabled comments on most videos featuring 

children. Out of the remaining 110 influencers, we exclude influencers who do not have a YouTube 

channel. We also use the industry threshold of 1000 followers for a person to be classified an influencer 

(Maheshwari, 2018) and also exclude one atypical influencer with more than 100M followers. 

Furthermore, we short-list those influencers who have at least 50 videos so that we can capture sufficient 

variation in their activity, which leaves us with a pool of 73 influencers. From this pool, we randomly 

choose 3 influencers per category, which gives a total of 33 influencers9 and a master list of 32,246 

videos, whose title and posting time were scraped using the YouTube Data API v3 in October 2019. In 

addition, we also record the subscriber count for each channel at the time of scraping. From this pool of 

33 influencers, we randomly choose 50 public videos for each influencer so that we have a balanced 

sample of 1650 videos that is feasible to analyze. Excluding videos in which either likes, dislikes or 

 
7 The criteria used by Forbes to identify these influencers include total reach, propensity for virality, level of engagement, endorsements, and 
related offline business. 
8 The 12 product categories are Beauty, Entertainment, Fashion, Fitness, Food, Gaming, Home, Kids, Parenting, Pets, Tech & Business, and 
Travel.  
9 Three of the randomly chosen influencers had comments disabled on more than 95% of their videos, and hence three other random influencers 
were chosen in their place from the respective category. 
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comments were disabled by the influencer(s) leaves us with 1620 videos (all scraped in November 2019). 

Table 1 shows the specific data scraped.  

Structured 

Data 

Metrics 

Number of views (from time of posting to time of scraping) 

Number of comments (from time of posting to time of scraping) 

Number of likes (from time of posting to time of scraping) 

Number of dislikes (from time of posting to time of scraping) 

Length Video Length (min) 

Tags Tags associated with each video (see Google (2020a) for details) 

Playlist 

Number of playlists the video is a part of 

Position of video in each playlist 

Number of videos on all the playlists the video is a part of  

Time Time of posting video  

Unstructured 

Data 

Text  

Title 

Description  

Captions (if present) 

Comments (Top 25 as per YouTube’s proprietary algorithm) with replies  

Audio Audio file  

Images 
Thumbnail 

Video file 

 

 

3.3 Outcome Variables 

The top three ways of measuring influencer marketing success in the industry are conversions, interaction 

rates and impressions (Influencer Marketing Hub and CreatorIQ, 2020). Unfortunately, conversion data 

are not publicly available. We capture the remaining two (sets of) variables and in addition also capture 

sentiment. 

(1) Impressions (Views) 

Views are important not only to brands, but also to influencers. Higher views help brands increase 

exposure levels of their influencer marketing campaign, and help influencers earn more revenue equal to a 

55% share of ad CPM10 on YouTube (Rosenberg, 2018). Furthermore, an increase in views is correlated 

with an increase in channel subscribers,11 and higher subscriber count allows the influencer to earn higher 

CPM rates (Influencer Marketing Hub, 2018) as well as to ex-ante charge higher for a brand collaboration 

(Klear, 2019; O'Connor, 2017a).  

 
10 Median ad CPM rates on YouTube are $9.88, and form the primary source of revenue for YouTube influencers (Lambert, 2018; Zimmerman, 
2016) 

11 Total views for all videos of an influencer channel are highly correlated with subscriber count for the channel across the 33 influencers in our 

sample, 𝜌 = 0.91. 

Table 1: Scraped data for videos 
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 There are a few different ways in which public view counts are incremented on YouTube. First, 

watching a complete pre-roll ad that is 11 to 30 seconds long OR watching at least 30 seconds of a pre-

roll ad that is longer than 30 seconds OR interacting with a pre-roll ad (Google, 2020b). Second, if a pre-

roll ad is skipped OR there is no pre-roll ad OR the complete pre-roll ad is smaller than 11 seconds, then 

watching at least 30 seconds of the video (or the full video if it has a shorter duration) has been 

historically documented to be the minimum requirement for public view counts to increase (Parsons, 

2017).  

 On average, only 15% of viewers have been typically found to watch 30 seconds of a YouTube 

pre-roll ad (Influencer Marketing Hub, 2018). Hence, it is likely that most view counts are incremented 

because of viewing the first 30 seconds of video content. As views are exponentially distributed, we show 

the distribution of the log of views across our sample of 1620 videos in Figure 1. The distribution is 

approximately normal and ranges from 3.71 to 17.57 with a median of 11.85 (or 140,000 views). 

 

 

 

 

 

 

 

 

 

 

(2) Interaction Rates 

Brands care more about interaction rates than views to not only ex-ante decide on a collaboration but also 

to ex-post measure campaign success (Influencer Marketing Hub and CreatorIQ, 2020). Hence, in 

addition to using impressions (views) as an outcome of interest, we develop three measures of interaction 

rates that are captured in publicly available data: (a) engagement = (# comments / # views), (b) popularity 

= (# likes / # views), and (c) likeability = (# likes / # dislikes). While measuring number of comments and 

likes is common practice in industry and academia (Dawley, 2017; Hughes et al., 2019), we scale each 

measure by (number of) views to develop unique measures that are not highly correlated with views,12 and 

hence can be used to compare interaction rates for videos with different levels of views. The third metric, 

 
12 Across 1620 videos spanning 33 influencers, there is a high correlation between log views and log (comments+1) at 0.91, between log views 
and log (likes+1) at 0.95 and between log views and log (dislikes+1) at 0.92 (we add 1 to avoid computation of log(0)). 

Figure 1 – Distribution of log view count  
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(# likes / # dislikes), is unique to YouTube because YouTube is the only major influencer platform in the 

US which publicly displays number of dislikes to the content.13 As the three interaction rates are also 

exponentially distributed, we take their natural log, and add 1 to avoid computation of log(0) or log(∞): 

(a) log engagement = log (
comments+1

views
), (b) log popularity = log (

likes+1

views
), and (c) log likeability = log 

(
likes+1

dislikes+1
). The distribution of the log of the interaction rates for the 1620 videos is shown in Figure 2a, 

2b and 2c. The distribution of all three interaction rates is approximately normal. Log engagement has a 

median of – 6.21 (or 19 comments per 10K views), log popularity has a median of – 3.81 (or 220 likes per 

10K views) while log likeability has a median of 3.99 (or approximately 54 likes per dislike). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
13 Other influencer platforms either do not allow dislikes to content or only allow content to be marked as ‘not interesting’ which is not publicly 
displayed. 

Figure 2a – Distribution of Log Engagement   

 

Figure 2b – Distribution of Log Popularity 

Figure 2c – Distribution of Log Likeability 
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(3) Sentiment 

Past work has found that the visual and verbal components of advertising can have an effect on attitude 

towards the ad which in turn can have a direct effect on overall brand attitude, including attitude towards 

purchasing and using the product (Mitchell, 1986). Hence, it is likely that brands would benefit from 

understanding viewer attitude towards the video as it acts as a proxy for sales. We capture attitude 

towards a video by measuring the average sentiment expressed in the Top 25 comments below a video 

using Google’s Natural Language API. Comments below a YouTube video are by default sorted as ‘Top 

comments’ and not ‘Newest first,’ using YouTube’s proprietary ranking algorithm.14 Note that we do not 

measure the sentiment in the replies to each of the Top 25 comments because sentiment expressed in the 

reply is likely to be sentiment towards the comment and not sentiment towards the video.  

The Natural Language API by Google is pre-trained on a large document corpus, supports 10 

languages, and is known to perform well in sentiment analysis on textual data (including emojis) in 

general use cases (Hopf, 2020). For comments made in a language not supported by the API, we use the 

Google Translation API to first translate the comment to English, and then find its sentiment. The 

sentiment provided is a score from −1 to +1 (with increments of 0.1), where −1 is very negative, 0 is 

neutral and +1 is very positive.  We calculate the sentiment of each comment below a video for a 

maximum of Top 25 comments, and then find the average sentiment score.15  

The distribution of sentiment scores for the 1620 videos is shown in Figure 3. It ranges from −0.9 

to 0.9 with a median of 0.34, which we use as a cut-off to divide sentiment in the videos into two buckets 

– “positive” and “not positive (neutral or negative).” The large peak at 0 is because of 71 videos where 

viewers do not post any comments (even though comment posting has not been disabled by the 

influencer). We assume that if viewers choose to not post comments below a video, then the sentiment 

towards the video is neutral (0). 

 

 

 

 

 

 

 

 
14 Higher ranked comments (lower magnitude) have been empirically observed to be positively correlated with like/dislike ratio of comment, 

like/dislike  ratio of commenter, number of replies to the comment and time since comment was posted (Dixon & Baig, 2019). Moreover, a 

tabulation shows that 99% of comments are made by viewers and not the influencer (who owns the channel) and hence we do not separate the two. 

15 As a robustness check, we use Top 50 and Top 100 comments for a random sample of 66 videos (2 videos per influencer) and also explore use 

of progressively decreasing weights instead of a simple average. We find that the sentiment calculated using any of these measures is highly 

correlated with a simple average of Top 25 comments (𝜌 ≥ 0.88). 
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Hence, we have a total of four continuous outcomes and one binary outcome. We find that the 

Pearson correlation coefficient between all outcomes ranges from 0.02 to 0.66 with a median of 0.20 

(absolute value) as shown in Table 2, indicating that each measure potentially captures different 

underlying constructs. 

 Log 

views 

Log 

engagement 

Log 

popularity 
Log likeability 

Binary 

Sentiment 

Log views 1     

Log engagement 0.04 1    

Log popularity 0.20 0.66 1   

Log likeability 0.43 0.14 0.57 1  

Sentiment (binary) −0.21 −0.15 0.02 0.15 1 

 

 

3.4 Features 

Next, we generate features from the data scraped in Table 1 and list them in Table 3. As can be seen from 

the table, we have 33 fixed effects for channel, 11 fixed effects for category, features for video length, 

tags and playlist information, six time-based-covariates and an indicator variable for whether captions are 

available for the video. For the video description, a maximum of 160 characters are visible in Google 

Search and even fewer characters are visible below a YouTube video before the ‘Show More’ link 

(Cournoyer, 2014). Hence, we truncate each description to the first 160 characters as it is more likely to 

contribute to any potential association with our outcome variables. Captions are only present in 74% of 

Table 2: Correlation between outcomes 

 

Figure 3 – Distribution of average sentiment score across Top 25 comments 
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videos, and for those videos without a caption, we use Google’s Cloud Speech-to-Text Video 

Transcribing API to transcribe the first 30 seconds of the audio file to English.16  

 

Type Class Features 

Structured 

Features 

Fixed Effects Influencer Fixed Effects (33) 

Fixed Effects Category Fixed Effects (11) 

Length Video Length (min) 

Tags Number of video tags 

Playlist 

Information 

Number of playlists the video is a part of 

Average position in playlist 

Average number of videos on all the playlists the video is a part of  

Time based 

covariates 

Time between upload: Upload time and scrape time  

Year of upload (2006 to 2019) 

Time between upload: Given video and preceding video in master list 

Time between upload: Given video and succeeding video in master list 

Rank of video in master list 

Day fixed effects in EST (7) and  

Time of day fixed effects in intervals of 4 hours from 00:00 hours EST (6) 

Captions 

Indicator 
Indicator of whether video has closed captions 

Unstructured 

features 

Text 

Title 

Description (first 160 characters) 

Captions or Transcript (first 30 sec) 

Audio Audio file (first 30 sec) 

Images 
Thumbnail 

Image frame at 0 sec (first frame), 7.5 sec, 15 sec, 22.5 sec, 30 sec 

Structured 

features 

Complete 

Description 

Total number of URLs in description  

Indicator of Hashtag in description 

 

 

We begin by focusing on the first 30 seconds for two reasons.17 First, the minimum duration of 

video content that needs to be viewed for an impression to be registered is 30 seconds, and second, higher 

computational costs associated with more data in our deep learning models require us to restrict data size 

to a feasible amount. Similarly, we restrict the duration of the audio file to the first 30 seconds. We use 

audio data in addition to captions/transcript to analyze the presence of other sound elements such as music 

 
16 While most videos have English speech, if the first 30 seconds of audio have only non-English speech or there is only background 

music/sound, the transcription process results in an empty file. 65% of the 26% of videos that are transcribed result in an empty file. 

17 Note that as part of our robustness checks, we contrast our approach with the use of data from the middle 30 sec and last 30 sec of the video 

(see Section 5.4). 

Table 3: Video features - structured and unstructured 
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and animal sounds. Image data comprise high-resolution images that are 270 pixels high and 480 pixels 

wide. These images comprise the thumbnail and video frames at 0 sec (first frame), 7.5 sec, 15 sec, 22.5 

sec and 30 sec.18 We restrict our analysis to the first 30 seconds of the video to be consistent with our 

analysis of text and audio data, and we consider a maximum of five frames in the first 30 seconds because 

of computational constraints of GPU memory that can be achieved at a low cost.  

We create two additional structured features from the complete description to use for analysis as 

the complete description is not supplied to the Text model. These features are included as they can lead 

the viewer away from the video. They comprise total number of URLs in description and an indicator for 

hashtag in description. The first three hashtags used in the description appear above the title of the video 

(if there are no hashtags in the title), and clicking on it can lead the viewer away from the video to another 

page that shows similar videos (Google, 2020e).19 

3.5 Brand Usage 

We compile a list of popular global brands and a comprehensive list of brands with offices in USA. Three 

lists of Top 100 Global brands in 2019 are obtained from BrandZ, Fortune100 and Interbrand. To this, we 

add a list of more than 32,000 brands (with US offices) from the Winmo database. This is further 

combined with brand names identified by applying Google’s Vision API - Brand Logo Detection on 

thumbnails and video frames (0s, 7.5s, 15s, 22.5s & 30s) in our sample of 1620 videos. From this 

combined list, we remove more than 800 generic brand names such as ‘slices,’ ‘basic,’ ‘promise,’ etc. that 

are likely to be used in non-brand related contexts. Using regular expressions, we identify a list of 250 

unique brands that are used in different text elements of a video: video title, video description (first 160 

characters) and video captions/transcript (first 30 sec). The Logo detection API provides a list of 51 

unique brands that are used in image elements of the video – thumbnails and video frames. The 

percentage of videos that have a brand used in each video element is as follows: title – 11.2%, description 

(first 160 characters) – 36.8%, captions/transcript (first 30 sec) – 17.2%, thumbnails – 1.1% and video 

frames (across five frames in first 30sec) – 2.6%.20 The distribution of the number of brand mentions in 

each text element is shown in Figure 4a, and the number of brand logos in each image element is shown 

in Figure 4b.  

 
18 As each video can be recorded at a different frame rate or with variable framing rates, we capture the frame equal to or exactly after the 
specified time point. For example, a video recorded at a fixed rate of 15 frames/sec will have a frame at 7.46 sec and 7.53 sec but not 7.50 sec - so 
we record the frame at 7.53 sec in place of 7.50 sec. 
19 We do not have information on how often a video was recommended to viewers by the YouTube recommendation algorithm. We discuss the 
potential impact of not observing this feature in Section 5.2.4. 
20 We do not study brand usage in the Top 25 comments below a video as an outcome variable because only about 5% of the comments across all 
1620 videos have a brand mentioned.  
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 We find that brand mentions are most common in the description (first 160 characters), followed 

by captions/transcript (first 30 sec), and then video title. Moreover, all text elements typically have only 

one brand mentioned once; the observations where two or more brands are mentioned include cases of the 

same or a different brand being mentioned again. Similarly, thumbnails and video frames (five equally 

spaced frames in the first 30 sec) typically have only one brand logo, but they comprise a very small 

percentage of the total videos in our sample. Overall, we find that our sample of influencers allows us to 

capture sufficient advertising information in textual data.  

 Furthermore, the US Federal Trade Commission (FTC) has three main guidelines for influencers. 

First, influencers need to disclose information about brand sponsorship in the video itself and not just in 

the description of the video. Second, they are advised to use words such as “ad,” “advertisement,” 

“sponsored” or “thanks to ‘Acme’ brand for the free product” to indicate a brand partnership. Third, it is  

recommended that they disclose brand partnerships at the beginning than at the end of a video (FTC, 

2020). Hence, we check for presence of the words “ad/s,” “advertisement/s,” “sponsor/s” or “sponsored” 

in the captions/transcript (first 30 sec). 21 We find that less than 1% of videos make such a disclosure in 

the first 30 seconds.22  

 

  

 
21 We do not check for the presence of words such as “free” because they are often used in other contexts such as “feel free,” “gluten free,” etc. 
22 YouTube also has guidelines for influencers. It requires all channel owners to check a box in video settings that says  ‘video contains paid 
promotion’ if their video is sponsored (Google, 2020d). If this box is checked, a tag – “Includes Paid Promotion” is overlaid on a corner of the 
video for the first few seconds when the video is played on YouTube. While information about the presence of this “tag” cannot be scraped or 
downloaded with the video to the best of our knowledge, manually checking different videos on YouTube in our sample reveals that there is little 
compliance to this requirement. 

Figure 4b: Distribution of number of brand logos in images 

 

Figure 4a: Distribution of number of brand mentions in text 
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4. Model 

Deep learning models are especially suited to analyze unstructured data (text, audio and images) as they 

can efficiently capture complex non-linear relationships and perform well in prediction tasks (Dzyabura 

& Yoganarasimhan, 2018). Figure 5a shows the traditional deep learning approach that uses unstructured 

data (e.g., images from videos) to predict an outcome variable. Features self-generated by deep learning 

models are known to have better predictive ability than ex-ante hand-crafted features passed to deep 

learning models (Dzyabura et al., 2018; L. Liu et al., 2018; X. Liu et al., 2019). This is because ex-ante 

feature engineering is unable to neither identify a comprehensive set of important features nor capture all 

the underlying latent constructs. However, hand-crafted features allow interpretability of the captured 

relationships which is not possible with self-generated features created by traditional deep learning 

models.  

 In Figure 5b, we show our “interpretable deep learning” approach that avoids ex-ante feature 

engineering and instead uses ex-post interpretation to allow for both good predictive ability of outcomes 

and interpretation of the captured relationships. To prevent the model from overfitting when analyzing a 

moderate sized dataset, we use transfer learning approaches where a model that is pre-trained on a 

separate task with large amounts of data (at a high cost) can be fine-tuned for our different but related 

task. This not only helps prevent overfitting but also aids in interpretation of the captured relationships. 

We use state-of-the-art model architectures with novel customizations that allow visualization of the 

captured relationships. Next, we describe each of the deep (transfer) learning models in more detail.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5a: Traditional Deep Learning Approach 

 

Figure 5b: Interpretable Deep Learning Approach 
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4.1 Text Model  

Text data are analyzed using Bidirectional Encoder Representation from Transformers (BERT) (Devlin et 

al., 2018), a state-of-the-art NLP model that borrows the Encoder representation from the Transformer 

framework (Vaswani et al., 2017). The model is pre-trained using Book Corpus data (800M words) and 

English Wikipedia (2,500M words) to predict masked words in text and the next sentence following a 

sentence. Devlin et al. (2018) complete the pre-training procedure in four days using four cloud Tensor 

Processing Units (TPUs). The BERT model is fine-tuned to capture the association with our five 

outcomes using the framework shown in Figure 6. 

 The model converts a sentence into word-piece tokens23 as done by state-of-the-art machine 

translation models (Wu et al., 2016). Furthermore, the beginning of each sentence is appended by the 

‘CLS’ (classification) token and the end of each sentence is appended by the ‘SEP’ (separation token). 

For example, the sentence ‘Good Morning! I am a YouTuber.’ will be converted into the tokens [‘[CLS]’, 

‘good’, ‘morning’, ‘!’, ‘i’, ‘am’, ’a’, ‘youtube’, ‘##r’, ‘.’, ‘[SEP]’]. A 768-dimensional initial embedding 

learnt for each token during the pre-training phase is passed as input to the model, and is represented by 

the vector 𝑥𝑚 in Figure 6, where m is the number of tokens in the longest sentence24. The token 

embedding is combined with a positional encoder 𝑡𝑚 that codes the position of the token in the sentence 

using sine and cosine functions (see Devlin et al. (2018) for details). This is passed through a set of 12 

encoders arranged sequentially. The output of the ‘CLS’ token is passed through a feed forward layer that 

is initialized with pre-trained weights from the next sentence prediction task, and has a tanh activation 

function, i.e. tanh(𝑥) =
𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥. This is followed by the output layer, which has a linear activation 

function, i.e. 𝑙𝑖𝑛𝑒𝑎𝑟(𝑥)  =  𝑥, for the four continuous outcomes and a sigmoid activation function, i.e. 

𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥)  = 
𝑒𝑥

1+𝑒𝑥 , for the binary outcome sentiment. 

 

 

 

 

 

 

 

 
23 We use the BERT-base-uncased model (that converts all words to lower case and removes accent markers) as compared to the cased model, 
because the uncased model is known to typically perform better unless the goal is to study case specific contexts such as ‘named entity 
recognition’ and ‘part-of-speech tagging’. 
24 Rare characters including emojis are assigned an ‘UNK’ (unknown) token and sentences shorter than the longest sentence are padded to the 
maximum length by a common vector. 
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 In Appendix A, we explain the architecture of the Encoders which also contain the self-attention 

heads. The self-attention heads help the model capture the relative importance between word-pieces while 

forming an association with the outcome of interest. The three main advantages of BERT over 

conventional deep learning frameworks such as (Bidirectional) LSTM, CNN and CNN-LSTM that use 

word embeddings such as Glove and word2vec are as follows: (1) BERT learns contextual token 

embeddings (e.g., the embedding for the word ‘bark’ will change based on the context in which it used, 

such that the model can understand whether the word is referring to a dog’s bark or a tree’s outer layer) 

(2) The entire BERT model with hierarchical representations is pre-trained on masked words and a next 

sentence prediction task, thus making it suitable for transfer learning; whereas the conventional models 

only initialize the first layer with a word embedding (3) BERT uses a self-attention mechanism that 

allows the model to simultaneously (non-directionally) focus on all words in a text instead of using a 

sequential process that can lead to loss of information. These advantages are reflected in model 

performance when we compare it with conventional models (combinations of CNN and LSTM) in 

Section 5.1. 

4.2 Audio Model 

Audio data are analyzed using the state-of-the-art YAMNet model followed by a Bidirectional LSTM (Bi-

LSTM) model with an attention mechanism, as shown in Figure 7. YAMNet takes the Mel-frequency 

spectrogram of the audio signal as input and passes it through a MobileNet v1 (version 1) model that is 

pre-trained on the AudioSet data released by Google (Gemmeke et al., 2017; Pilakal & Ellis, 2020). 

Figure 6: BERT Model Framework 
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YAMNet predicts sound labels from 521 audio classes25 such as speech, music, animal, etc. corresponding 

to each 960ms segment of the audio file. The features from the last layer of the model, corresponding to 

the predicted audio classes, are passed through a Bi-LSTM layer with an attention mechanism to capture 

the sequential structure of sound. The model is then fine-tuned to capture associations with our five 

outcomes. 

 

 

 

 

 

 

 

 

 

 

 

 Next, we explain the model framework in more detail. As mentioned earlier in Section 2, we 

analyze the first 30 seconds of audio in each video file. Each 30 second audio clip is resampled at 16,000 

Hz and mono sound, which results in 480,000 data points for each clip. To summarize the large number 

of data points, we generate a spectrogram that spans the frequency range of 125 to 7500Hz (note that the 

2000-5000 Hz range is most sensitive to human hearing (Widex, 2016)) over which the YAMNet model 

has been pre-trained. This frequency range is then divided into 64 equally spaced Mel bins on the log 

scale, such that the sounds of equal distance on the scale also sound equally spaced to the human ear.26 

Each segment of 960ms from the spectrogram output, i.e., 96 frames of 10ms each with overlapping 

patches (that have a hop size of 490ms) to avoid losing information at the edges of each patch is passed as 

input to the MobileNet v1 architecture. The MobileNet v1 (explained in more detail in Appendix B) 

processes the spectrogram through multiple mobile convolutions which results in 521 audio class 

predictions across 60 moments (time steps) in the clip. The <521x60 > dimensional vector is then passed 

as input to the Bi-Directional LSTM layer with an attention mechanism (explained in more detail in 

Appendix B). This layer is made Bidirectional to allow it to capture the interdependence between 

 
25 The AudioSet data has more than 2 million human-labelled 10 sec YouTube video soundtracks (Gemmeke et al., 2017). Pilakal and Ellis (2020) 
remove 6 audio classes (viz. gendered versions of speech and singing; battle cry; and funny music) from the original set of 527 audio classes to 
avoid potentially offensive mislabeling. YAMNet has a mean average precision of 0.306. 
26 The spectrogram uses the pre-trained Short-Term Fourier Transform window length of 25ms with a hop size of 10ms that results in a 2998 x 64 
(time steps x frequency) vector corresponding to 30 seconds of each audio clip. 

Figure 7: Audio Model 

Marketing Science Institute Working Paper Series



20 

sequential audio segments from both directions. For example, the interdependence between the sound of a 

musical instrument at 5 seconds and the beginning of human speech at 15 seconds can be captured by the 

model bidirectionally. We adopt the attention mechanism used for neural machine translation by 

Bahdanau et al. (2014) to help the Bi-LSTM model capture the relative importance between sound 

moments in order to form an association with an outcome of interest. The output of the Bi-LSTM with 

attention mechanism is passed through an output layer which has linear activations for the continuous 

outcome and sigmoid activation for the binary outcome. We compare the performance of this model 

framework (Model 3) with a model devoid of the attention mechanism (Model 2) and a model devoid of 

both the attention mechanism and MobileNet v1 (Model 1), in Section 5.1. 

4.3 Image Model  

Individual images are analyzed using the state-of-the-art image model – EfficientNet-B7 (Tan & Le, 

2019) that has been pre-trained with “noisy student weights”27 (Xie et al., 2019). This model not only has 

a high Top-5 accuracy on ImageNet (98.1%) but is also known to better capture salient regions of images 

as it uses compound scaling. It is also a relatively efficient model that uses only 66M parameters (and 

hence the name EfficientNet) as compared to other high performing models that use 8x times the number 

of parameters (Atlas ML, 2020). All our images (frames) are at a high resolution of 270 by 480 pixels 

which is the largest common resolution size available across all thumbnails and video frames in the 

dataset. Thumbnail images are passed as input to one EfficientNet-B7, and its final layers are fine-tuned 

to capture relationships with an outcome. The architecture of the EfficientNet-B7, whose main building 

block is the Mobile Inverted Bottleneck Convolution, is explained in detail in Appendix C. We compare 

the performance of the (pre-trained) EfficientNet-B7 with a 4-layer CNN model in Section 5.1. 

 As mentioned in Section 3, we analyze a maximum of five video frames in the first 30 seconds of 

each video, i.e., frames at 0s (first frame), 7.5s, 15s, 22.5s and 30s. Each image frame 𝑖 = 1 to 𝑚, where 

𝑚 has a maximum value of 5, is passed through an EfficientNet-B7 model, and then the outputs from all 

the models are combined before passing it through an output layer. This is illustrated using the diagram in 

Figure 8. 

 

  

 
27 Xie et al. (2019) learn these weights by first pre-training the model on more than 1.2M labelled images from the ImageNet dataset 
(Russakovsky et al., 2015), and then use this trained model as a teacher to predict labels for a student model with 300M unlabeled images from 
the JFT Dataset (Xie et al., 2019). The two models are then combined to train a larger student model which is injected with noise (e.g., dropout, 
stochastic depth and data augmentation), and is then used as a teacher to predict labels for the original student model. This process is then iterated 
a few times to produce the EfficientNet-B7 model with pre-trained weights. 
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 We compare the performance of four different ‘combination architectures’ that combine the 

outputs from each EfficientNet-B7. Two of the architectures are the best performing ones in Yue-Hei Ng 

et al. (2015), namely Bi-LSTM28 and Max Pooling followed by Global Average Pooling (Max-GAP). The 

remaining two architectures are variants not tested by Yue-Hei Ng et al. (2015), namely Global Average 

Pooling followed by Max Pooling (GAP-Max) and Concatenation of Global Average Pooling (C-GAP). 

The Bi-LSTM architecture captures sequential information across the video frames, while the remaining 

three architectures preserve the spatial information across the video frames. The output of the 

combination architecture is passed through an output layer which has linear activations for the continuous 

outcome and softmax activation for the binary outcome. We explain the combination architectures in 

more detail in Appendix C.  

4.4 Combined Model 

We use the framework shown in Figure 9 to combine information from each of the unstructured models 

with the structured features, 𝑋𝑖𝑡, listed earlier in Table 3. The predicted outcome values, 𝑌̂𝑖𝑡 for video 𝑡 by 

influencer 𝑖, from the best performing model for each unstructured feature, are fed into the combined 

model in addition to the structured features, 𝑋𝑖𝑡. This can also be represented by the following equation: 

𝑌𝑖𝑡 = 𝑔 (𝑋𝑖𝑡 , 𝑌̂𝑖𝑡 𝑇𝑖𝑡𝑙𝑒
, 𝑌̂𝑖𝑡𝐷𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛

, 𝑌̂𝑖𝑡𝐶𝑎𝑝𝑡𝑖𝑜𝑛/𝑇𝑟𝑎𝑛𝑠𝑐𝑟𝑖𝑝𝑡
, 𝑌̂𝑖𝑡𝐴𝑢𝑑𝑖𝑜

, 𝑌̂𝑖𝑡 𝑇ℎ𝑢𝑚𝑏𝑛𝑎𝑖𝑙
, 𝑌̂𝑖𝑡𝑉𝑖𝑑𝑒𝑜 𝐹𝑟𝑎𝑚𝑒𝑠

) + 𝜖𝑖𝑡  (1) 

where 𝑌𝑖𝑡 is the observed outcome for video 𝑡 by influencer 𝑖, 𝑔 is the combined model used and 𝜖𝑖𝑡 is the 

error term. We test the performance of seven different combined models in Section 5.1. The combined 

 
28 While Yue-Hei Ng et al. (2015) use the LSTM approach, we use the Bidirectional LSTM (Bi-LSTM) as it can only perform better than LSTM. 

Figure 8: Image Model (Video Frames) 
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models comprise four commonly used linear models – OLS29, Ridge Regression, LASSO and Elastic Net, 

and three non-linear models – Deep Neural Net, Random Forests and Extreme Gradient Boosting 

(XGBoost) – that are known to capture non-linear relationships well. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. Results 

In this section, we first detail the results on prediction and then on interpretation. We then dig deeper to 

see if we find patterns consistent with influencers “learning” about what makes their videos more 

engaging. We also carry out a robustness check where we estimate our model on video slices from the  

middle and end of videos as opposed to the beginning. 

5.1 Prediction Results 

We divide our random sample of 1620 videos into a 60% training sample (972 videos), 20% validation 

sample (324 videos) and 20% holdout sample (324 videos). We train the model on the training sample, 

tune the number of steps of Adam gradient descent on the validation sample, and then compute model 

 
29 We drop the multicollinear category fixed effects in OLS. We retain these fixed effects in the other models so that we can capture their relative 

importance with influencer fixed effects. 

Figure 9: Combined Model  
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performance on the holdout sample.30 First, we compare the predictive performance of each model with 

benchmarks models for the continuous outcome (views) and binary outcome (sentiment), and then apply 

the best performing model on the other three continuous outcomes (interaction rates).31 In Appendix D, 

we compare our models with various benchmarks used in marketing literature. The Text model (BERT) 

performs better than benchmarks such as LSTM, CNN (X. Liu et al., 2019), CNN-LSTM (Chakraborty et 

al., 2019) and CNN-Bi-LSTM. The Audio model (YAMNet+Bi-LSTM+Attention) performs better than 

benchmark models devoid of the attention mechanism, thus demonstrating the benefit of capturing 

relative attention weights. The Image model (EfficientNet-B7) performs better than a conventional 4-

layer CNN. Furthermore, the Bi-LSTM architecture which captures the sequential information from video 

frames performs better than other models that capture only spatial information.32 Overall, we demonstrate 

that our models perform better than benchmark predictive models in the marketing literature and thus we 

do not compromise on predictive ability.  

Table 4 summarizes the results from the best performing models for each component of 

unstructured data, which are now applied to all five outcomes. The Text model (BERT) predicts all the 

continuous outcomes with a low RMSE, (e.g., Title can be used to predict views within an average RMSE 

range of ±𝑒1.66 = ± 5.26 views) and the binary outcome with moderately high accuracy (e.g., Title can 

predict sentiment with an accuracy of 72%). The Audio model can make predictions at a slightly poorer 

level of performance than the Text model. The Thumbnail model is unable to predict the continuous 

outcomes as well as the Text and Audio Model but performs better than the Audio model in predicting 

sentiment. The Video Frames model performs better than the Thumbnail model but poorer than Audio 

and Text models in predicting the continuous outcomes but performs comparably with the Thumbnail 

model in predicting sentiment. Overall, the prediction results show low RMSE that ranges from 0.71 to 

3.09 when predicting the (log transformed) continuous outcomes (views, engagement, popularity and 

likeability) and moderately high accuracies ranging from 65% to 72% when predicting sentiment. 

 

 

 

  

 
30 We carry out our analysis using one NVIDIA Tesla P100 GPU (with 16GB RAM) from Google. 
31 We do not use a Multi-Task Learning (MTL) approach to simultaneously predict all five outcomes for two reasons. First, our final goal is to 
interpret the relationship between each individual outcome and video data (detailed in Section 5.2), which will not be possible with a MTL approach. 
Second, there is low to moderate correlation between all five outcomes as shown earlier in Table 2, which suggests that each outcome is capturing 
different underlying constructs. 
32 We also find that using five frames results in slightly improved performance than a model that uses only three or two frames. 
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Model Data Views Sentiment Engagement Popularity Likeability 

BERT 

Title 1.66 0.72 0.82 0.71 0.85 

Description 

(first 160c) 
1.57 0.69 0.88 0.72 0.93 

Captions/transcript 

(first 30s) 
1.75 0.70 0.92 0.76 0.99 

YAMNet + Bi-LSTM 

+ Attention 
Audio (first 30s) 1.97 0.65 0.93 0.80 1.02 

EfficientNet-B7 Thumbnail 3.09 0.68 1.75 1.34 1.43 

EfficientNet-B7 + Bi-

LSTM 

Video Frames 

(0s,7.5s,15s,22.5s,30s) 
2.23 0.68 0.97 0.80 1.03 

 

 

 The results of the Combined Model in Section 4.4 demonstrate that Ridge Regression has the best 

performance on the holdout sample for all the continuous outcomes (lowest RMSE) and also the binary 

outcome (highest accuracy) (see Appendix D for details). This suggests that structured features do not 

have substantial non-linear interactions with each other or with the predictions from the Text, Audio and 

Image models. Moreover, we find that the combined model of Ridge Regression has lower RMSE or 

higher accuracy than the results of the individual models in Table 4, suggesting that the holistic influence 

of all features is better than the individual influence of each unstructured feature. Next, we take the 

magnitude of each estimated coefficient from the Ridge Regression model applied on the training sample 

and scale it by the sum of the magnitude of all coefficient values which gives us the percentage 

contribution of each feature. We thus capture the relative importance or predictive power of a feature for 

each of the outcomes of interest while controlling for the presence of other features. The importance of 

each feature set is shown in Table 5.33  

 

 

 

 

  

 
33 Note that we scale all the features by their 𝐿2 norm before running the model so that we can make relative comparisons. Also, we sum up the 

coefficient values that lie within a class (e.g. sum up the coefficient values of influencer fixed effects, sum up the coefficient values of features of 

playlist information, etc.) to get an overall picture of the contribution of a class of features in predicting an outcome of interest. 

Table 4: Best performing model for each component of unstructured data in holdout sample 

(RMSE for Views, Engagement, Popularity and Likeability; Accuracy for Sentiment) 
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Sr No. Name Views Sentiment Engagement Popularity Likeability 

1 Influencer Fixed Effects 21.33% 18.74% 2.65% 12.71% 49.06% 

2 Title 15.85% 15.07% 43.25% 22.97% 11.21% 

3 Description (first 160c) 13.82% 14.39% 34.53% 17.88% 11.14% 

4 Time based covariates 12.33% 7.98% 1.18% 11.20% 5.70% 

5 Playlist Information 9.87% 0.32% 2.53% 5.72% 3.60% 

6 
Captions/transcript    

(first 30s) 
9.77% 12.67% 7.49% 17.34% 2.91% 

7 
Total URLs in 

description 
5.32% 0.06% 0.22% 3.84% 2.10% 

8 Category Fixed Effects 4.92% 12.21% 0.48% 3.29% 10.42% 

9 Thumbnail 2.53% 4.98% 2.04% 0.54% 1.53% 

10 Video Length 2.15% 0.09% 0.38% 0.72% 0.61% 

11 Audio (first 30s) 1.23% 5.21% 4.76% 2.76% 0.06% 

12 Tags Count 0.68% 0.07% 0.18% 0.59% 0.21% 

13 Captions Indicator 0.11% 2.34% 0.02% 0.04% 0.51% 

14 
Hashtag Indicator in 

Description 
0.08% 0.14% 0.04% 0.29% 0.92% 

15 
Video Frames 

(0s,7.5s,15s,22.5s,30s) 
0.001% 5.73% 0.27% 0.09% 0.02% 

 

 We highlight the unstructured features in gray. Title, description (first 160 characters) and 

captions/transcript (first 30 sec) contribute relatively more than the other unstructured features in 

predicting all five outcomes. The ordering of relative influence, where we control for the presence of 

other structured and unstructured features, is the same as our finding in Table 4 where we do not control 

for the presence of other features. However, the results of the combined model especially allow us to 

make relative comparisons between outcomes. We find that title and description (first 160 characters) 

contribute most towards predicting engagement; captions/transcript (first 30s) contribute most towards 

predicting popularity, whereas thumbnail, audio (first 30s) and video frames (0s,7.5s,15s,22.5s,30s) 

contribute most towards predicting sentiment.  

5.2 Interpretation Results 

In this section, we interpret the results from each of the best performing transfer learned deep learning 

models. We interpret results using the predictions on the holdout sample, and not the training sample, so 

that the identified relationships are more likely to generalize out-of-sample. On the holdout sample, we 

focus on the following video elements in unstructured data. First, we focus on brand presence in text as it 

is of interest to brand sponsors and because past literature on influencer videos has not studied this (as 

mentioned earlier in Section 2.1). Second, we study audio elements such as duration of speech, music, 

and animal sounds. As past advertising literature has found that ads featuring animals and those using 

Table 5: Importance of features based on the Ridge Regression Model 
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voice-over and music reduce irritation towards the ad (Pelsmacker & Van den Bergh, 1999), we study the 

role of these audio elements in influencer videos. Similarly, we study image elements such as size of 

brand logos, clothes and accessories and persons as it is of interest to brand sponsors and has not been 

studied in past influencer marketing literature.  

 We divide our interpretation strategy into two steps and visually illustrate this in Figure 10. In 

Step 1 (Attention or Importance), we find relationships between predicted attention weights (gradients) 

and video elements that demonstrate a significant positive relationship (significant relationship). Doing so 

allows us to identify whether video elements play an important role in predicting an outcome. However, 

finding important elements here need not indicate that a change in the value of the element has a 

significant association with the outcome because of potential spurious relationships captured by the model 

(Vashishth et al., 2019). In Step 2 (Correlation), we identify significant relationships between video 

elements and the predicted outcomes of interest.34 However, finding significant relationships here need 

not mean that the elements are important in order to predict the outcome because of confounds 

unassociated with attention paid to video elements. Hence, we find relationships that fall at the 

intersection of Step 1 and Step 2. Doing so allows us to identify relationships between video elements and 

outcomes that are also supported by a significant change in attention to video elements. Thus, we are able 

to generate a smaller set of hypotheses for formal causal testing. Next, we detail our interpretation 

strategy using the results from the Text, Audio and Image models. 

 

 

 

 

 

 

 

 

 

 

 
34 We use predicted outcomes in the holdout sample and not the observed outcome because the predicted outcomes have been influenced by the 
attention weights (gradients) and hence are comparable with the analysis in Step 1. Furthermore, the low RMSE values and moderately high 
accuracies (found in Section 5.1) do not preclude the use of predicted outcomes for analysis. 

Figure 10: Interpretation strategy on holdout sample 
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5.2.1 Interpretation: Text Model 

We average the output across all the attention heads in the last encoder of the BERT model, which results 

in an attention vector of dimension <324, 𝑘, 𝑘> where 324 is the number of observations in the holdout 

sample, and <𝑘,𝑘> corresponds to 𝑘 weights for 𝑘 tokens, where 𝑘 equals the maximum number of 

tokens for a covariate type – title, description (first 160 characters) or captions/transcript (first 30s). As 

mentioned in Section 4.1, the first token for each example is the ‘CLS’ or classification token. We are 

interested in the attention weights corresponding to this token because the output from this token goes to 

the output layer (as shown earlier in Figure 6). Thus, we get at an attention weight vector of dimension 

<324, 𝑘>, where each observation has 𝑘 weights corresponding to the ‘CLS’ token. Note that the sum of 

the relative attention weights for each observation is one.  

 After finding the predicted attention weights in the holdout sample, we implement Step 1 where 

we run a regression of the predicted attention weights on brand presence to answer the following 

question: 

1) Brand Attention: Do brand names receive more attention? 

log(𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑊𝑒𝑖𝑔ℎ𝑡𝑖𝑡𝑗) = 𝛼𝑖 + 𝛾𝑋𝑖𝑡 + 𝛽1(𝐵𝐼𝑇𝑖𝑡𝑗) + 𝛽2(𝐿𝑂𝑇𝑋𝑖𝑡  ) + 𝛽3(𝑇𝑃𝑖𝑡𝑗) + 𝜖𝑖𝑡𝑗            (2) 

where, 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑊𝑒𝑖𝑔ℎ𝑡𝑖𝑡𝑗 is the weight for token 𝑗 (excluding ‘CLS’,’SEP’ and padding tokens) in 

video 𝑡 made by influencer 𝑖, 𝛼𝑖 is influencer fixed effect, 𝑋𝑖𝑡 is the same vector of structured features 

used earlier in equation (1) 35, and 𝜖𝑖𝑡𝑗 is the error term. 𝐵𝐼𝑇𝑖𝑡𝑗 is a ‘Brand Indicator in Token’ variable 

denoting whether token 𝑗 used by influencer 𝑖 in video 𝑡 is a part of a brand name, 𝐿𝑂𝑇𝑋𝑖𝑡 is the Length 

Of Text in video 𝑡 made by influencer 𝑖, and 𝑇𝑃𝑖𝑡𝑗 is the Token Position of token 𝑗 used by influencer 𝑖 in 

video 𝑡. In addition to studying main effects in equation (2), we also study interaction effects in Appendix 

E.  

 While equation (2) helps study the effect of brand presence on attention to the token, we also 

want to study the association between brand presence and the five outcomes of interest. Now, the 

predicted outcomes from the BERT model would have been influenced by the relative attention weights 

between words. Hence, in Step 2, we run a regression to answer the following question: 

2) Brand Presence: Is brand presence associated with the predicted outcome?  

 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑂𝑢𝑡𝑐𝑜𝑚𝑒𝑖𝑡  =  𝛼𝑖 + 𝛾𝑋𝑖𝑡 + 𝛽1(𝐵𝐼𝑇𝑋𝑖𝑡) +  𝛽2(𝐿𝑂𝑇𝑋𝑖𝑡) + 𝜖𝑖𝑡                                (3) 

 

 
35 Note that we do not include category fixed effects in the linear regression to avoid multicollinearity with influencer fixed effects. 
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where, 𝐵𝐼𝑇𝑋𝑖𝑡 is a ‘Brand Indicator in Text’ variable denoting whether the text in video 𝑡 by influencer 𝑖 

has a brand, and 𝜖𝑖𝑡 is the error term. We study interaction effects in Step 2 in Appendix E. The values of 

the coefficients of interest in each of the above equations are shown in Table 6.  

Model for Data Type 
Step 1 - Eq(2) Step 2 - Eq(3) 

BIT BITX 

Views 

Title 27.60* -5.26 

Desc 24.14* 61.21* 

Tran 7.25 7.72 

Sentiment 

Title -25.35* -6.27 

Desc -16.75W -46.04 

Tran 36.70* -80.81* 

Engagement 

Title 32.10* -6.36 

Desc 6.29 4.57 

Tran 626.23* 5.01 

Popularity 

Title 15.32* -9.96 

Desc 18.88* 5.47 

Tran 156.72* 9.94 

Likeability 

Title 39.83* -11.69 

Desc 82.65* 16.36W 

Tran 127.48* 5.78 

 The table reflects results corresponding to each type of unstructured text data – Title, Desc (first 

160 characters of description) and Tran (first 30 sec of captions/transcript), and the model for each of the 

five outcomes – views, sentiment, engagement, popularity and likeability. The values in the table reflect a 

percent change in the non-log-transformed outcome (e.g., views and not log(views)) when a covariate is 

present.36 Significant results are suffixed by * (𝑝 < 0.05) and weakly significant results (0.05 ≤ 𝑝 < 0.1) 

are suffixed by W.  

We highlight the cells in gray that correspond to both (a) a positive and significant effect on 

attention weights and (b) a significant effect associated with the predicted outcome. Such a two-step 

comparison allows us to filter out significant relationships confounded by factors unrelated to brand 

attention. Doing so allows us to identify relationships that are more likely to have causal effects when 

tested in the field. We find two main effects that are significant in both steps. First, brand mention in 

description (first 160 characters) is associated with an increase in attention and an increase in predicted 

views. Second, brand mention in captions/transcript (first 30s) is associated with an increase in attention 

but negatively associated with predicted sentiment. However, we do not find any significant evidence to 

 
36 Note that we run a logistic regression for sentiment instead of a linear regression (in Section 5.2.1, 5.2.2 and 5.2.3). 

Table 6: Results of the Text Regression Models 

 (* – Significant (p < 0.05); W – Weakly Significant (0.05 ≤ 𝑝 < 0.1)) 
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show that the effect of brand mentions can vary based on length of text or its position in the text (see 

Appendix E).   

Next, we illustrate an example of how text data in a video in the holdout sample can be visually 

interpreted. In Figure 11, we show the attentions weights on the captions/transcript (first 30s) from a 

video of a tech & business influencer. The words are tokenized into word-pieces in the figure as done by 

the model, and a darker background color indicates relatively higher attention weights. As can be seen in 

Figure 11, on average more attention is paid to the brand ‘iphone’ than other tokens in the text.37 The 

model predicts a ‘not positive’ sentiment for this clip, and this matches the observed sentiment as well. 

These findings can help influencers design content and test it to obtain causal effects in a field setting. 

Similarly, brands can evaluate content using these findings to determine sentiment. 

 

 

 

5.2.2 Interpretation: Audio Model 

The YAMNet model (Mel Spectrogram + MobileNet v1) finds the predicted probability of each moment 

of the 30 second audio clip belonging to 521 sound classes. A 30 second audio clip has 60 moments, 

where each moment is 960ms long, and the subsequent moment begins after a hop of 490ms. We divide 

the 521 sound classes into 8 categories based on the AudioSet ontology (Gemmeke et al., 2017) – Human 

(58.1%), Music (29.1%), Silence (3.5%), Things (0.7%), Animal (0.6%), Source Ambiguous (0.1%), 

Background (0.1%) and Natural (0.1%), where the percentage in brackets indicate the percentage of 

moments across our sample of 97,200 moments (1620 videos x 60 moments) that contain a sound of that 

category with probability greater than half. Note that 10.9% of moments are unclassified by the model; in 

addition, the same moment can be classified into multiple categories if sounds from two or more 

categories occur at the same moment (e.g., human speech while music is playing). The Audio Model – 

YAMNet + Bi-LSTM with attention, gives us 60 attention weights corresponding to each moment. Note 

 
37 Note that the model pays different attention to the word ‘the’ based on the context in which it is used. 

Predicted sentiment: Not Positive  

Observed sentiment: Not Positive 

 

Figure 11: Attention Weights in captions/transcript (first 30s) of a video 
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that the sum of the relative attention weights for each observation is one. In Step 1, we run a regression of 

the predicted attention weights in the holdout sample to answer the following question: 

1) Do certain moments of sound receive more attention? 

 log(𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑊𝑒𝑖𝑔ℎ𝑡𝑖𝑡𝑗)  = 𝛼𝑖 + 𝛾𝑋𝑖𝑡 + ∑ 𝛽1𝑧
8
𝑧=1 (𝐶𝐼(𝑧)𝑖𝑡𝑗) +  𝛽2(𝐶𝐼(𝐻𝑢𝑚𝑎𝑛)𝑖𝑡𝑗𝑥 𝐶𝐼(𝑀𝑢𝑠𝑖𝑐)𝑖𝑡𝑗) +

𝛽3(𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑖𝑡𝑗) +  𝜖𝑖𝑡𝑗                                                                                                                                 (4) 

 

where, 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑊𝑒𝑖𝑔ℎ𝑡𝑖𝑡𝑗 is the weight for moment 𝑗 in video 𝑡 made by influencer 𝑖, 𝛼𝑖 is influencer 

fixed effect, 𝑋𝑖𝑡 is the same vector of structured features used earlier in equation (2),  𝑧 = 1 to 8 

corresponds to the 8 sound categories, 𝐶𝐼(𝑧) is the Category Indicator for category 𝑧 in moment 𝑗, and 

𝐶𝐼(𝐻𝑢𝑚𝑎𝑛) x 𝐶𝐼(𝑀𝑢𝑠𝑖𝑐) corresponds to moments when both Human and Music sounds occur together, 

and 𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 corresponds to location of the moment within the 60 moments of the audio clip, and 𝜖𝑖𝑡𝑗 is 

the error term.  

Next in Step 2, we examine whether these moments of sound have a significant effect on each 

outcome. We use the predicted outcomes from the Audio model as they would have been influenced by 

the relative attention weights between moments. We run a regression to answer the following question: 

2) Are sound durations of certain sound categories associated with the predicted outcome?  

 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑂𝑢𝑡𝑐𝑜𝑚𝑒𝑖𝑡  =  𝛼𝑖 + 𝛾𝑋𝑖𝑡 + ∑ 𝛽1𝑧
8
𝑧=1 (𝑆𝑢𝑚 𝑜𝑓 𝐶𝐼(𝑧)𝑖𝑡) +

𝛽2(𝑆𝑢𝑚 𝑜𝑓 𝐶𝐼(𝐻𝑢𝑚𝑎𝑛) 𝑥 𝐶𝐼(𝑀𝑢𝑠𝑖𝑐)𝑖𝑡) +  𝛽3(𝐵𝑟𝑎𝑛𝑑 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑖𝑛 𝐴𝑢𝑑𝑖𝑜𝑖𝑡) + 𝜖𝑖𝑡                          (5) 

 

where, 𝑆𝑢𝑚 𝑜𝑓 𝐶𝐼(𝑧)𝑖𝑡   corresponds to the sum of the Category Indicator for 𝑧 across the first 60 

moments in video 𝑡 made by influencer 𝑖, and 𝑆𝑢𝑚 𝑜𝑓 𝐶𝐼(𝐻𝑢𝑚𝑎𝑛) 𝑥 𝐶𝐼(𝑀𝑢𝑠𝑖𝑐)𝑖𝑡 finds the total 

duration when human and music sounds occur together, 𝐵𝑟𝑎𝑛𝑑 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑖𝑛 𝐴𝑢𝑑𝑖𝑜𝑖𝑡 borrows the 

textual information in captions/transcript (first 30 sec) and acts as an indicator for whether a brand was 

mentioned in the audio clip, and 𝜖𝑖𝑡 is the error term. The results for the coefficients in each of the above 

equations are shown in Table 7. As three sound classes – Source Ambiguous, Background and Natural are 

present in only 0.1% of moments, we only use them as controls and hence their coefficients are not 

reported in the table. The values in the table reflect a percent change in the non-log-transformed outcome 

when a covariate is present (equation (4)) or increases by one unit (equation (5)).  
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 As done in Section 5.2.1, we highlight the cells in gray that correspond to both (a) a positive and 

significant effect on attention weights and (b) a significant effect on predicted outcome. This allows us to 

filter out significant relationships affected by confounds unassociated with an increase in attention to 

audio moments. We find nine significant results. First, human sounds (without simultaneous music) are 

associated with an increase in attention, and their longer durations are associated with higher predicted 

views and likeability. Second, music (without simultaneous human sounds) is associated with an increase 

in attention, and its longer duration is associated with lower predicted engagement, popularity and 

likeability but higher predicted sentiment. Last, animal sounds are associated with an increase in 

attention, and their longer durations are associated with higher predicted sentiment and likeability. In 

addition, we also find that brand presence (in first 30 seconds of audio) is associated with lower predicted 

sentiment (while controlling for duration of each class of sound), thus complementing our similar finding 

with the Text Model. Thus, we identify significant relationships between sounds and outcomes that are 

supported by significant increase in attention paid to audio moments.  

 Next, we illustrate an example of how attention paid to audio moments in a video in the holdout 

sample can be visually interpreted. We focus on the relationship between speech and music. In Figure 12, 

we show the first 30 seconds of the audio clip of a travel influencer using four sub plots. The first plot 

shows the variations in the amplitude of the 30 second audio wave (sampled at 16 KHz) followed by the 

spectrogram of the wave where brighter regions correspond to stronger (or louder) amplitudes. Next, we 

show the interim output of the Audio model with the top 10 sound classes at each moment in the audio, 

where the darker squares indicate higher probability of observing a sound of that class at that moment 

(Pilakal & Ellis, 2020). The last plot displays the attention weights corresponding to each moment in the 

audio clip, where the darker squares indicate higher relative attention placed on that moment while 

 
38 p values (confidence intervals) are calculated using penalized log likelihood instead of maximum log likelihood due to 'complete separation' in 
logistic regression. 

  Model for 

Category Indicator 
Human x 

Music 

Loc-

ation 

Brand 

Indic-

ator 
Human Music Silence Things Animal 

Step 1 

Eq(4) 

Views 23.22* 18.48* -17.61* -31.36* 10.15W -7.22* -2.34* NA 

Sentiment -17.82* 36.47* 35.36* 0.97 21.82* -19.07* 0.04* NA 

Engagement -0.54N 5.20* -9.79* 6.58 -6.38 -15.29* -1.65* NA 

Popularity -6.29* 36.66* -22.03* -2.74 1.89 - 4.98* -1.35* NA 

Likeability 6.62* 5.10* -6.63* -2.58 11.81* 0.33 0.26* NA 

Step 2 

Eq(5) 

Views 2.82* -0.4 -1.66* 8.45* 0.30 -1.13* NA 5.74 

Sentiment38 -1.43* 0.13* 0.08* 1.07* 0.14* 1.03 NA -9.82* 

Engagement -0.43W -2.28* -2.11* -6.27* -0.16 -0.13 NA 3.29 

Popularity -0.62* -1.66* -1.24* -6.33* 0.58 0.16 NA 2.84 

Likeability 0.17* -0.26* -0.02W 0.13W 0.25* 0.12* NA -0.19 

Table 7: Results of the Audio Regression Models 

 (* – Significant (p < 0.05); W – Weakly Significant (0.05 ≤ 𝑝 < 0.1)) 
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forming an association with the outcome sentiment. As can be seen in the figure, relatively more attention 

is directed to moments where there is music but no simultaneous speech. The model predicts a positive 

sentiment for this clip, and this matches the observed sentiment as well.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.2.3 Interpretation: Image Model 

 

The salient parts of the images that are associated with an outcome of interest are visualized through 

gradient based activation maps (cf. Selvaraju et al., 2017). Gradients are found by taking the derivative 

between the continuous outcome (or class of predicted outcome for sentiment) and the output of the 

activation layer after the last convolution layer in the EfficientNet-B7 model. However, unlike Selvaraju 

et al. (2017), we do not apply the ReLU (Rectified Linear Unit) activation on the gradient values as we 

would like to retain negative gradient values for interpretation. In the Video Frame model, this process is 

carried out in each EfficientNet-B7 model corresponding to each video frame. Areas of the image with 

positive gradients correspond to regions that are positively associated with continuous outcomes and the 

predicted class of sentiment. To systematically identify and summarize the salient regions in thumbnails 

and video frames, we use Google’s Cloud Vision API to detect objects and brand logos39 in the images in 

 
39 We use a 70% confidence level of the Vision API to detect objects and a 90% confidence level to detect brand logos to be conservative in our 
estimates. 

Figure 12: Attention weights in an audio clip (first 30s) of a video 

 

Predicted sentiment: Positive  

Observed sentiment: Positive 
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the holdout sample. The API returns the vertices of the identified item which allows us to create a 

rectangular bounding box to define its area. Next, we divide the identified objects into six categories – 

Persons (44.2%), Clothes & Accessories (30.9%), Home & Kitchen (11.0%), Animal (6.0%), Other 

Objects (3.7%) and Packaged Goods (1.9%); we let Brand Logos (2.3%) be the seventh category. The 

percentage in brackets indicates the percentage of items in that category out of a total of 4066 items (3973 

objects + 93 brand logos) identified across 1944 frames in the holdout sample (324 videos x (1 thumbnail 

frame + 5 video frames)). In Step 1, we run a regression of the predicted gradient values in the holdout 

sample to answer the following question: 

1) Is size of objects/brand logos associated with mean gradient over its area? 

                             𝑀𝑒𝑎𝑛𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡𝑉𝑎𝑙𝑢𝑒𝑠𝑖𝑡𝑧  = 𝛼𝑖 + 𝛾𝑋𝑖𝑡 + 𝛽𝐼𝑡𝑒𝑚𝑆𝑖𝑧𝑒𝑖𝑡𝑧 +  𝜖𝑖𝑡𝑧                                  (6) 

where, 𝑀𝑒𝑎𝑛𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡𝑉𝑎𝑙𝑢𝑒𝑠𝑖𝑡𝑧 is the mean gradient values across the area (pixels) occupied by all 

items of category z in video 𝑡 made by influencer 𝑖, 𝛼𝑖 is influencer fixed effect, 𝑋𝑖𝑡 is the same vector of 

structured features used earlier in equation (2),  𝑧 = 1 to 7 corresponds to each item category, 𝐼𝑡𝑒𝑚𝑆𝑖𝑧𝑒𝑖𝑡𝑧 

is the percentage of full image size occupied by all items of category 𝑧 in video 𝑡 made by influencer 𝑖, 

and 𝜖𝑖𝑡𝑧 is the error term. 

 Now, an increase in gradients is directly correlated with an increase in predicted values of 

continuous outcomes or the predicted class of binary outcome by design. However, we would like to 

eliminate spurious relationships due to model artifacts or confounds associated with the presence of other 

items in the image. Hence in Step 2, we run a regression to answer the question: 

2) Is size of an object/brand logo associated with the predicted outcome? 

                     𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑂𝑢𝑡𝑐𝑜𝑚𝑒𝑖𝑡 = 𝛼𝑖 + 𝛾𝑋𝑖𝑡 + ∑ 𝛽1𝑧 𝐼𝑡𝑒𝑚𝑆𝑖𝑧𝑒(𝑧)𝑖𝑡
7
𝑧=1 + 𝜖𝑖𝑡                               (7) 

where, 𝐼𝑡𝑒𝑚𝑆𝑖𝑧𝑒(𝑧)𝑖𝑡 is the percentage of the full image size occupied by all items of category 𝑧 in video 

𝑡 made by influencer 𝑖, and 𝜖𝑖𝑡 is the error term. We run this regression for thumbnails and for the average 

of five video frames (in the first 30 sec) for each of the five outcomes. The results for the coefficients in 

the above equations are shown in Table 8. The values in the table reflect a percent change in the non-log-

transformed outcome when size of an item increases by one percent.      
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Equation 

Model for Data Type 

Sub Covariate 

Person 
Clothes 

& Acc 

Home & 

Kitchen 
Animal 

Other 

Objects 

Packaged 

Goods 

Brand 

Logos 

Step 1 

Eq(6) 

Views 
Thumbnail 0.03 0.06 0.18* -0.00 0.05 0.02 1.01 

Avg 5 frames 0.57* 1.04* 0.85* 0.86* 0.60* -0.93* -2.56 

Sentiment 
Thumbnail -0.05* -0.09* -0.24* -0.04 -0.07 0.01 -0.72 

Avg 5 frames -0.03W -0.07 -0.17* 0.09 -0.19W -0.31 -4.6 

Engagement 
Thumbnail -0.08* -0.06 -0.18W -0.05 -0.02 -0.08 0.77 

Avg 5 frames 0.36* 0.75* 0.41* 0.89* 0.12 0.20 -1.45 

Popularity 
Thumbnail -0.11* -0.19* -0.14 -0.05 -0.11 -0.15 1.53* 

Avg 5 frames 0.51* 0.92* 0.71* 0.50* 0.41W 0.35 3.05 

Likeability 
Thumbnail -0.01 -0.02 0.06 -0.03 -0.02 0.05 1.19* 

Avg 5 frames 0.49* 0.80* 0.56* 0.61* 0.48* -0.08* 1.60 

Step 2 

Eq(7) 

Views 
Thumbnail 1.06W -0.74 2.56 1.55 0.97 -0.37 6.44 

Avg 5 frames -0.00 0.01 -0.11* 0.00 -0.04 0.03 4.86W 

Sentiment 
Thumbnail -0.25 0.50 5.94 2.02 -7.00* 3.19 -100 

Avg 5 frames -0.46 -4.66* -2.72 23.97* -6.73 5.95 40.27 

Engagement 
Thumbnail 0.20 1.03* -1.22 0.57 0.77 -1.34 -7.46 

Avg 5 frames 0.40* 0.66* 0.26 0.20 0.33 0.45 -1.54 

Popularity 
Thumbnail 0.18 -0.21 1.02 0.32 0.84W 0.04 6.96 

Avg 5 frames 0.02 0.00 0.03 0.01 0.09W 0.07 0.64 

Likeability 
Thumbnail -0.01 -0.53 0.82 -0.65 -0.12 0.56 8.12 

Avg 5 frames 0.01 -0.03 0.02 -0.02 -0.03 0.15W 0.21 

                                               

 

We highlight the cells in gray that correspond to a significant effect for both equations in the same 

direction. These cells show evidence of not only a significant effect on mean attention weights but also a 

significant effect in the same direction on predicted outcome while controlling for the presence of other 

items. We find that larger pictures of persons or clothes & accessories in video frames (first 30 sec) are 

associated with an increase in mean attention and an increase in predicted engagement. Influencers and 

brands promoting clothes & accessories are likely to benefit from testing this relationship for causal 

effects in a field setting.  

 Next, we illustrate how attention paid to image pixels on the video frames of a video in the 

holdout sample can be visually interpreted. We focus on the first three frames at 0 sec, 7.5 sec and 15 sec 

for a video of a gaming influencer in Figure 13. The first row shows the original frames which are 

overlaid with bounding boxes for items identified by the Vision API. The second row shows the heat map 

(positive gradient values) while forming an association with engagement. Brighter heat maps correspond 

to values that are more positively correlated with engagement. We find that pixels associated with images 

of persons have brighter heat maps (as compared to other parts of the image), and as the area occupied by 

the person decreases, the percentage of the area of the person that is salient also decreases. This conforms 

with the significant findings from Table 8. Furthermore, the predicted engagement for this example is 15 

Table 8: Results of the Image Regression Models 

 (* – Significant (p < 0.05); W – Weakly Significant (0.05 ≤ 𝑝 < 0.1)) 
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comments per 10,000 views which is less than the median engagement of 19 comments per 10,000 views, 

which can be expected given that the size of the person is progressively decreasing in subsequent frames. 

   

 

 

5.2.4 Summarizing Insights  

We filter out 16 significant relationships affected by confounds unassociated with an increase in attention 

(change in gradients) to video elements (i.e., significant in Step 2 but not in Step 1). Next, we carry out a 

check to ensure that the results in Step 2 remain significant while controlling for the presence of other 

unstructured elements, using the following equation: 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑂𝑢𝑡𝑐𝑜𝑚𝑒𝑖𝑡  =  𝛼𝑖 + 𝛾𝑋𝑖𝑡 + 𝛽1(𝐵𝐼𝑇𝑋𝑖𝑡) +  𝛽2(𝐿𝑂𝑇𝑋𝑖𝑡) + ∑ 𝛽3𝑧
8
𝑧=1 (𝑆𝑢𝑚 𝑜𝑓 𝐶𝐼(𝑧)𝑖𝑡) +

𝛽4(𝑆𝑢𝑚 𝑜𝑓 𝐶𝐼(𝐻𝑢𝑚𝑎𝑛) 𝑥 𝐶𝐼(𝑀𝑢𝑠𝑖𝑐)𝑖𝑡)) + ∑ 𝛽5𝑧 𝐼𝑡𝑒𝑚𝑆𝑖𝑧𝑒(𝑧)𝑖𝑡
7
𝑧=1 +  𝜖𝑖𝑡                                           (8) 

Using the above equation, we eliminate one relationship that is no longer significant. Overall, we 

eliminate more than 50% of the relationships (out of 29 significant relationships in Step 2) and identify a 

smaller subset of 12 relationships (or hypotheses) that can be plausibly causal and tested in the field. We 

find the greatest number of significant results from the Audio model (8), followed by the Text model (2), 

and then the Image model (2) which are all summarized in Table 9. These significant associations 

between elements of one of the three modalities (text, audio or images) and marketing outcomes (views, 

interaction rates or sentiment) are likely not confounded by the presence of other modalities as we control 

for them. The effect sizes in Table 9 reflect a percent change in the non-log-transformed outcome when a 

Figure 13: Gradient heat map (associated with engagement) in frames of a video 

Predicted Engagement: 15 comments per 10K views 

Median Engagement: 19 comments per 10K views 

0 sec 7.5 sec 15 sec 
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covariate is present (brand mentions in Step 1 & 2, audio moments in Step 1), increases by one unit 

(audio moments in Step 2) or increases by one percent (image sizes in Step 1 & 2). The effect sizes 

corresponding to the outcome in Table 9 reflect the coefficient sizes from equation (8). 

 

 Significant increase in attention (A) and                      

significant increase in outcome (O) 

Significant increase in attention (A) but 

significant decrease in outcome (O) 

Outcome Text Model Audio Model Image Model Text Model Audio Model 

Views 

brand mentions 

in description 

(first 160 char) 

A: 25.14% 

O: 64.63% 

more speech 

(without 

simultaneous music) 

in first 30 sec of 

audio  

A: 23.22% 

O: 2.75% 

   

Sentiment  

more music (without 

simultaneous speech)  

A: 36.47% 

O: 0.09% 

or more silence 

A: 35.36% 

O: 0.08% 

in first 30 sec of 

audio  

 

brand mentions in 

first 30 sec of 

captions/transcript 

A: 36.70% 

O: - 89.10% 

 

Engagement   

Larger pictures 

of persons  

A: 0.36% 

O: 0.38% 

or clothes & 

accessories  

A: 0.75% 

O: 0.62% 

in first 30 sec of 

video frames 

 

more music (without 

simultaneous 

speech) in first 30 

sec of audio 

A: 5.20% 

O: - 2.28% 

Popularity     

more music (without 

simultaneous 

speech) in first 30 

sec of audio 

A: 36.66% 

O: - 1.67% 

Likeability  

more speech 

(without 

simultaneous music)  

A: 6.62% 

O: 0.17% 

or more animal 

sounds 

A: 11.82% 

O: 0.24% 

in first 30 sec of 

audio  

  

more music (without 

simultaneous 

speech) 

A:5.10% 

O: - 0.26% 

in first 30 sec of 

audio  

 

Table 9: Results from interpreting Regression Models 
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 Finally, we highlight how the unobserved YouTube recommendation algorithm could potentially 

impact our findings. The algorithm analyzes watch history and video content to recommend videos with 

higher expected watch time for a viewer (Covington et al., 2016). In our analysis, if the ex-post elements 

that we study are correlated with unobserved features that cause higher expected watch time then our 

results corresponding to the outcome views need not be causal (because views can be expected to be 

highly correlated with watch time). However, the remaining four outcomes (sentiment, engagement, 

popularity and likeability) are unlikely to be highly correlated with watch time because of their low 

correlation with views (shown earlier in Table 2). Hence, the algorithm is unlikely to be a confounder for 

the significant relationships that we find for these four outcomes. 

5.3 Learning Patterns 

In this section we take a deeper dive to examine if influencer videos exhibit informal patterns suggesting 

that influencers are learning and acting on these relationships over time. To do this, we select three 

product categories that include influencers at both ends of the follower range (“micro”  with < 100K 

subscribers and  “mega” with ≥ 1M subscribers as per industry classification (Ismail, 2018)) and that 

have at least 100 videos in each group. These are Travel (2 micro and 1 mega), Parenting (1 micro and 1 

mega) and Home (2 micro and 1 mega). We then choose a smaller sample of videos from each mega 

influencer corresponding to the total number of videos of the micro influencers in each category so that 

we have a balanced sample within each category. As before, we exclude those videos in which either 

likes, dislikes or comments were disabled by the influencer(s), leaving us with a total of 947 videos for 

Travel, 900 videos for Parenting and 322 videos for Home (all scraped in January 2020).  

 Our goal is to study whether influencers are changing their videos over time on the video 

elements that were found to have significant relationships with the outcomes in Table 9. Our 

identification strategy is a test of the change in the coefficient of “Video Number x Indicator of Influencer 

group” estimated separately for the first half and the second half of all videos uploaded by each 

influencer. These coefficients are obtained (for each of the three product categories) via the regression 

below.  

𝑉𝑡𝑖ℎ = 𝛾ℎ𝑍𝑡𝑖ℎ + 𝛽(ℎ)1(𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑓𝑜𝑟 𝑀𝑖𝑐𝑟𝑜𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒𝑟𝑖𝑡𝑝) +

 𝛽(ℎ)2(𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑓𝑜𝑟 𝑀𝑒𝑔𝑎𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒𝑟𝑖𝑡𝑝) +

𝛽(ℎ)3(𝑉𝑖𝑑𝑒𝑜 𝑁𝑢𝑚𝑏𝑒𝑟𝑡𝑖𝑝 𝑥 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑓𝑜𝑟 𝑀𝑖𝑐𝑟𝑜𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒𝑟𝑡𝑖𝑝) +

 𝛽(ℎ)4(𝑉𝑖𝑑𝑒𝑜 𝑁𝑢𝑚𝑏𝑒𝑟𝑡𝑖𝑝 𝑥 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑓𝑜𝑟 𝑀𝑒𝑔𝑎𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒𝑟𝑡𝑖𝑝) + 𝜖𝑡𝑖𝑝                                          (9) 
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where 𝑉 is the video element for video 𝑡 by influencer 𝑖 in half ℎ, ℎ = {1,2}. The video elements 𝑉 were 

identified and listed in Table 9. Z includes controls for video length, number of tags, features from 

playlist, time between uploads, day and time of day fixed effects, captions indicator, number of URLs in 

description, and indicator of hashtag in description. 𝑉𝑖𝑑𝑒𝑜 𝑁𝑢𝑚𝑏𝑒𝑟 is the serial number of the video 

uploaded by the influencer, where a 𝑉𝑖𝑑𝑒𝑜 𝑁𝑢𝑚𝑏𝑒𝑟 of 0 corresponds to the first video uploaded by the 

influencer. To document whether there are patterns consistent with learning, we compare and contrast the 

coefficients 𝛽(1)3 and 𝛽(2)3 as well as 𝛽(1)4 and 𝛽(2)4 for micro and mega-influencers respectively. We 

find that only 3% of the relationships exhibit significant coefficient values for both 𝛽(1)𝑘 and 𝛽(2)𝑘, 𝑘 =

{3, 4}, suggesting that majority of micro and mega influencers across Travel, Parenting and Home 

categories do not exhibit patterns consistent with learning these relationships over time. While this 

analysis is fairly simple, we do not find any evidence of systematic changes. We leave a more detailed 

analysis of this topic for future research.   

5.4 Analysis Using Other Slices of Influencer Videos 

In this section, we analyze content in the middle 30 sec and last 30 sec of each video across 

transcript/captions, audio and images as a robustness check. Specifically, we compare our findings with 

the results for the first 30 sec of the video presented in Section 5.1. As shown in Table 10, using 

information from the middle or end of the video does not perform better than using information from the 

beginning for predicting all five outcomes on the holdout sample (using any of the three modalities - 

transcript/captions, audio or image frames). This suggests that the information in the beginning of the 

video is most important for predicting all outcomes. Furthermore, we also combine information from the 

beginning, middle and end of video for each modality of unstructured data using a Ridge Regression 

model (found as best performing in Section 5.1) to predict each of the five outcomes. We find that 

prediction results improve in only 5 out of the 15 cases (3 modalities x 5 outcomes) which demonstrates 

that information in the beginning of the video often captures variation in data explained by the middle and 

end of videos. Given that the predictions using these two sets of information do not dominate, and in the 

interest of parsimony and computational efficiency, we keep the focus of our analysis on the initial 30 sec 

of the videos.40  

 

 

 

 
40 We refer the interested reader to Appendix F for details on the interpretable results from the middle and end slices of videos. 
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Model Data Data Location Views Sentiment Engagement Popularity Likeability 

BERT 

Captions/ 

transcript 

(30s) 

Beginning 1.75 0.70 0.92 0.76 0.99 

Middle 1.92 0.67 0.98 0.80 1.03 

End 1.88 0.68 0.98 0.79 1.05 

YAMNet + Bi-

LSTM + Attention 
Audio (30s) 

Beginning 1.97 0.65 0.93 0.80 1.02 

Middle 2.26 0.62 0.96 0.80 1.02 

End 2.27 0.63 0.96 0.81 1.02 

EfficientNet-B7 + 

Bi-LSTM 

Video Frames        

(five equally 

spaced in 30s) 

Beginning 2.23 0.68 0.97 0.80 1.03 

Middle 2.31 0.65 1.01 0.83 1.03 

End 2.31 0.68 0.99 0.82 1.06 

 

 

6. Implications for Influencers and Marketers 

In this section, we illustrate how our approach and findings can be useful for practitioners (influencers 

and marketers) in three possible ways. First, brands that sponsor influencers can benefit from a clear 

understanding of how mentions across different types of brands affect outcomes. In order to do this, we 

focus on one of the significant relationships identified from the Text model. Using a Ridge Regression 

model where each brand has a unique coefficient, we run the regressions in Step 1 and 2 again and display 

the results of the coefficients in Figure 14. As can be seen from the figure, the x-axis captures the 

attention weight directed to brand mentions and the y-axis reflects the sentiment. The brands driving the 

main effect are in the bottom right quadrant (positive attention weight and negative sentiment). Based on 

the brands in the quadrant, it appears that this relationship mainly exists for consumer electronics and 

video-gaming categories (about 70% of the brands in that quadrant). Thus, brands in these categories may 

find it useful to suggest influencers to drop brand mentions in the first 30 seconds and then test this more 

rigorously. They may be better off focusing on brand mentions in other parts of the video.  

 

 

 

 

 

 

 

 

 

Table 10: Predictive accuracy in holdout sample using unstructured data from beginning, middle and 

end of videos (RMSE for Views, Engagement, Popularity and Likeability; Accuracy for Sentiment) 
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 Another possibility in terms of evaluating the effectiveness of influencer videos is to focus on the 

interaction between video elements (text, audio and images). However, this is non-trivial as the potential 

number of combinations is very large. One possible way to reduce this number and focus on relevant 

interactions is to draw on the findings from the literature, especially that on conventional advertising.  For 

example, this literature has found that use of voice-over, animal images and music can reduce irritation 

towards the ad (Pelsmacker & Van den Bergh, 1999). Hence, we study whether interactions such as brand 

mention with background music, brand mention with size of person image, and brand mention with size 

of animal images (within first 30 seconds of video) are significantly associated with sentiment towards 

the video. We run corresponding regressions as done in Section 5.2 and find null effects for each of these 

interactions. 

Second, besides evaluating specific elements or specific interactions between elements (as 

above), marketers may also be interested in evaluating influencer videos in a holistic manner. We develop 

a scoring mechanism to help them determine the impact and effectiveness of influencer videos. A video 

can be scored out of 100% on each of its unstructured elements when predicting any of the five outcomes. 

We do this with the help of the equation of the combined Ridge Regression model detailed in Section 4.4 

which is reproduced below: 

𝑌𝑖𝑡 = 𝑔 (𝑋𝑖𝑡 , 𝑌̂𝑖𝑡 𝑇𝑖𝑡𝑙𝑒
, 𝑌̂𝑖𝑡𝐷𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛

, 𝑌̂𝑖𝑡𝐶𝑎𝑝𝑡𝑖𝑜𝑛/𝑇𝑟𝑎𝑛𝑠𝑐𝑟𝑖𝑝𝑡
, 𝑌̂𝑖𝑡𝐴𝑢𝑑𝑖𝑜

, 𝑌̂𝑖𝑡 𝑇ℎ𝑢𝑚𝑏𝑛𝑎𝑖𝑙
, 𝑌̂𝑖𝑡𝑉𝑖𝑑𝑒𝑜 𝐹𝑟𝑎𝑚𝑒𝑠

) + 𝜖𝑖𝑡   

 We begin by creating a linear Partial Dependence Plot (PDP) (J. Friedman, 2001) between 

𝑌̂𝑖𝑡<𝑢𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒𝑑 𝑒𝑙𝑒𝑚𝑒𝑛𝑡> and 𝑌𝑖𝑡 in the training sample. We note the minimum and maximum values of 

𝑌̂𝑖𝑡<𝑢𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒𝑑 𝑒𝑙𝑒𝑚𝑒𝑛𝑡> while predicting each of the five outcomes. We then note the values of 

𝑌̂𝑖𝑡<𝑢𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒𝑑 𝑒𝑙𝑒𝑚𝑒𝑛𝑡> for a random video in the holdout sample. We scale it using min-max scaling to 

get a score out of 100% for each unstructured element while predicting each outcome. Finally, we get an 

overall score by weighing the score for each unstructured element with its relative importance score 

(based on Table 5).   

 As an illustration, let us take the point of view of a brand that is evaluating a particular influencer 

as a potential partner. As a sample, they pick this video (https://www.youtube.com/watch?v=3-

oWqeA_hc4) and score it as above. From Table 11, we can see that the video’s weakest performance area 

based on its overall score is on the engagement and popularity outcomes, with the weakest elements being 

captions and video frames respectively.  The brands can use these scores to (a) suggest areas of 

improvement to the influencers, (b) compare this video to other videos from the same influencer and (c) 

compare this video to videos from other influencers. Similarly, the influencer can use these scores to 

Figure 14: Brand Heterogeneity (brand mention in captions/transcript in first 30s vs sentiment) 
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progressively refine their videos for the relevant outcome. Note that these summary scores are based on 

correlations between video elements and outcomes, so their value lies in providing directions along which 

improvements are most likely. In contrast, without these scores, the number of directions on which 

influencers and brands can work is very large. 

 

 Third, a bigger question for marketers is to understand the overall importance of branded content 

in these influencer videos. One way to quantify this is to look at the important elements that go into 

outcome predictions (as in Table 9) and decompose the variance explained by brand related content e.g., 

brand mentions versus other content in captions/transcript. This is illustrated in Table 12, where we show 

the variance explained by the presence of brand mentions in the video description to predict views, and 

the presence of brand mentions in captions/transcript to predict sentiment. We use the Ridge Regression 

model (found as best performing in Section 5.1) to measure the ability of brand mentions to predict the 

outcome variable and compare its performance with the Text model (BERT) that was originally used (in 

Section 4.1) to measure the ability of the whole text to predict the outcome variable. We find that brand 

mentions in description explain 7.8% of the variation in views, whereas brand mentions in 

captions/transcript explain 39.7% of the variation in sentiment, thus demonstrating the relatively more 

important role played by brand mentions in predicting sentiment towards the video. 

 

 
Views Sentiment Engagement Popularity Likeability 

Title Score  83.45% 100.00% 36.60% 57.98% 75.63% 

Description Score  74.76% 100.00% 34.56% 59.97% 61.16% 

Captions/Transcript Score  84.17% 100.00% 6.79% 45.45% 90.60% 

Audio Score  88.34% 100.00% 28.43% 47.76% 58.74% 

Thumbnail Score 25.62% 100.00% 43.50% 40.33% 50.00% 

Video Frame Score 90.97% 0.00% 65.17% 29.75% 43.30% 

Overall Score  77.58% 90.12% 33.24% 54.37% 69.74% 

Observed value for this 

YouTube video 
368,796 POSITIVE 

5 comments / 

10K views 

179 likes / 

10K views 

118 (likes+1)/ 

(dislikes+1) 

Median value in dataset 

across 1620 videos 
140,000 NA 

19 comments / 

10K views 

220 likes / 

10K views 

54 (likes+1)/ 

(dislikes+1) 

Table 11: Score for a video outside the training sample 
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7. Conclusion 

This paper adds to the small body of work on an important and growing marketing mechanism, influencer 

marketing. The main vehicle used in influencer marketing is influencer videos, with brands sponsoring 

and/or inserting advertising during these videos. There is virtually no research on how the elements of 

these videos (across text, audio and images) are related to outcomes that both influencers and marketers 

care about. This paper takes the first step at documenting and interpreting these relationships. 

Methodologically, the paper uses novel transfer learning/deep learning approaches that avoid making a 

tradeoff between interpretability and predictive ability. After carrying out predictions using unstructured 

data, interpretation is carried out ex-post by quantifying the attention paid on word-pieces in text, 

moments in audio and items in images while forming an association with an outcome. This information is 

used to find significant positive (significant) relationships between video elements and attention 

(gradients), followed by the determination of significant relationships between video elements and the 

predicted outcome of interest. An added benefit of this approach is that it allows filtering out relationships 

that are affected by confounding factors unassociated with an increase in attention. This significantly 

reduces the effort required for further causal work.  

 The proposed approach not only allows quantifying the relative importance of data modalities 

(text, audio, and images), but also allows visualization of salient regions across these modalities. This 

allows to provide a holistic perspective about the role of each component in predicting outcomes of 

interest to both influencers and brand partners. In terms of practical applications, key findings such as a 

brand mention (especially from consumer electronics and video game categories) in the first 30 seconds 

results in a significant increase in attention to the brand but a significant decrease in sentiment towards 

Model Outcome Covariate 

Holdout 

√𝑆𝑆𝐸 =  

√(𝑦 − 𝑦̂)2 

or accuracy 

Baseline 

√𝑆𝑆𝑇 = 

√(𝑦 − 𝑦̅)2 

or accuracy 

Improve-

ment over 

baseline 

Variance 

explained 

by branded 

content 

Ridge 

Regression 
Views 

Two indicators for 

brand mention in first 

and second half of 

description (first 160c)  

2.2 2.3 2.4% 
7.8% 

BERT Views Description (first 160c) 1.6 2.3 30.5% 

Ridge 

Regression 
Sentiment 

Two indicators for 

brand mention in first 

and second half of 

captions/transcript 

(first 30s) 

58.0% 50.0% 16.0% 

39.7% 

BERT Sentiment 
Captions/Transcript 

(first 30s) 
70.2% 50.0% 40.4% 

Table 12: Variance explained by brand mentions 
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the video, can help influencers refine their videos. Brands can also use these findings to evaluate the 

attractiveness of a given influencer’s video by either focusing on specific elements and their interactions 

or analyzing them in a holistic manner for their marketing campaigns. A broader view suggests that our 

approach can be adapted to the analysis of (non-traditional) videos in multiple domains e.g., education 

and politics. 

 Given that the paper represents early work on this topic, it suffers from some limitations. First, as 

we have no access to sales data from influencer campaigns, we use proxy metrics that, while relevant to 

marketers, may not be perfectly correlated to business metrics. Interestingly, however, brands find it very 

difficult to assess the ROI of influencer marketing campaigns, suggesting that measurement of sales data 

is non-trivial (Bailis, 2020; Kramer, 2018). Second, as our sample includes only influencers who use 

brand endorsements, we cannot offer any insights about the quality of videos from those influencers who 

never receive such endorsements. Third, the uncovered relationships between advertising content and 

outcomes, while based on an increase in attention to advertising content, do not guarantee causality, and 

need to be validated e.g., via field experiments. Fourth, while YouTube is one of the most important 

influencer marketing platforms, there may be systematic differences in how influencer videos work on 

other channels such as Instagram or TikTok. Finally, given that different devices (e.g., mobile, desktop 

and tablet) can be used to access content from the same platform, identified relationships could vary by 

device, but our findings only capture the average effect. We hope that future work can address these 

limitations. 
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Appendix A – BERT Encoders (in Text Model) 

BERT Encoders comprise a set of 12 sequentially arranged identical encoders, and we illustrate the 

architecture of one encoder in Figure A1. 41 We explain an example with a sentence that has only two 

tokens, and this can be extended to any example that has a maximum of 512 tokens, which is the 

maximum limit of the pre-trained BERT model. The combined vector of the initial token embedding 

(𝑥1, 𝑥2) and positional encoding (𝑡1, 𝑡2) results in the vectors (𝑥1
′ , 𝑥2′) that are passed through self-

attention heads which incorporate information of other relevant tokens into the focal tokens. The 

architecture of the self-attention head is explained further ahead. The outputs of the self-attention head 

(𝑧1, 𝑧2) are then added with the original input (𝑥1
′ , 𝑥2′) using a residual connection (shown with a curved 

arrow) and normalized (using mean and variance). The outputs (𝑧′1, 𝑧′2) are passed through identical feed 

forward networks that have a GELU (Gaussian Error Linear Unit) activation function, i.e. 𝑔𝑒𝑙𝑢(𝑥)  = 

 0.5𝑥 (1 +  𝑒𝑟𝑓 (
𝑥

√2
  )). The gelu activation combines the advantages of the ReLU (Rectified Linear 

Unit) non-linearity (i.e., 𝑟𝑒𝑙𝑢(𝑥)  = 𝑚𝑎𝑥(0, 𝑥)) with dropout regularization. The outputs of the feed 

forward network are added with the inputs (𝑧′1, 𝑧′2) using a residual connection and normalized again 

before being fed to the next encoder in sequence. In addition, each sub-layer is first followed by a dropout 

probability of 0.1 before being added and normalized. 

 

 

 

 

 

 

 

 

 

  

 
41 Our figures are inspired from the work of Jay Alammar.(see Alammar (2018) for more details) 

Figure A1: Encoders 
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 Next, we explain the self-attention heads using the framework shown in Figure A2. There are 12 

self-attention heads that capture the contextual information of each token in relation to all other tokens 

used in the text. In other words, this allows the model to identify and weigh all other tokens in the text 

that are important when learning the vector representation of the focal token. We use this to visualize the 

strength of association between the tokens in the text and the outcome of interest in Section 5.2.  

 The inputs (𝑥1
′ , 𝑥2′) are concatenated and multiplied with three weight matrices, 𝑊𝑞 , 𝑊𝑘and 

𝑊𝑣  (that are fine-tuned during model training) to get three vectors – 𝑄 (Query), 𝐾(Key) and 𝑉(Value).  

These three vectors are combined using an attention function (A): 

𝐴(𝑄, 𝐾, 𝑉) = 𝑧0
′′ = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (

𝑄. 𝐾𝑇

√𝑑𝑘

) . 𝑉  

where, 𝑑𝑘, the dimension of the Key vector, is chosen to be 64 and is equal to the dimensions of the other 

two vectors 𝑑𝑞 and 𝑑𝑣; and 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑥) =
𝑒𝑥𝑖

∑ 𝑒𝑥𝑖𝑚
𝑖=1

. The division by √𝑑𝑘 is performed to ensure stable 

gradients. The computation of 𝑧0
′′ is for one attention head, and this is carried out in parallel for 11 

additional attention heads to give us 12 vectors, 𝑧0
′′ … 𝑧12

′′ , which are concatenated to produce 𝑧′′. This is 

multiplied with a weight vector 𝑊𝑂 (which is fine-tuned during model training) to produce output 

(𝑧1, 𝑧2). The use of 11 additional attention heads allows the model to capture more complex contextual 

information.  

 

  

 

 

 

 

 

 

 

 

 

 

 Figure A2: Self-Attention Heads 
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Appendix B – MobileNet V1 followed by Bi-LSTM with Attention (in Audio Model) 

The MobileNet v1 architecture is illustrated in detail in Table B1. Each row describes Stage 𝑖 with input 

dimension [𝐻̂𝑖, 𝑊̂𝑖] (resolution), output channels 𝐶̂𝑖 (width) and 𝐿̂𝑖 layers (depth). 

 

Stage 

 𝑖 
  

Operator 

𝐹̂𝑖 

  

Resolution 

(𝐻̂𝑖 x 𝑊̂𝑖) 

(Height x Width) 

Width 

𝐶̂𝑖 

(Channels) 

Depth 

𝐿̂𝑖 

(Layers) 

Pre-trained 

Weights 

  
1 Conv, k3x3, s2 96 x 64 32 1 

Yes 

2 MConv, k3x3, s1 48 x 32 64 1 

3 MConv, k3x3, s2 48 x 32 64 1 

4 MConv, k3x3, s1 24 x 16 128 1 

5 MConv, k3x3, s2 24 x 16 128 1 

6 MConv, k3x3, s1 12 x 8 256 1 

7 MConv, k3x3, s2 12 x 8 256 1 

8 MConv, k3x3, s1 6 x 4 512 5 

9 MConv, k3x3, s2 6 x 4 512 1 

10 MConv, k3x3, s2 3 x 2 1024 1 

11 Global Average Pooling 3 x 2 1024 1 

12 Dense 1 x 1 521 1 

 

 

Stage 1 has a regular convolution operation, whereas Stage 2 to 10 have the Mobile Convolution which is 

the main building block of the architecture. It is represented as “MConv, 𝑘 x 𝑘, s” where 𝑘 x 𝑘 = 3 x 3 is 

the size of the kernel and 𝑠 = {1,2} is the stride. MConv divides the regular convolution operation into 

two steps – depth wise separable convolutions and point wise convolution, thus increasing the speed of 

computation (see Howard et al. (2017) for details). Stage 11 has a Global Average Pooling Layer that 

averages the inputs along its height and width and passes its output to Stage 10 which is a Dense output 

layer with 521 logistic functions that gives the per class probability score corresponding to the 960 ms 

input segment. We use a hop size of 490 ms so that we get an even number of 60 time step predictions 

corresponding to the 30 seconds of input. The resulting output vector has a dimension of 521x60 (audio 

classes x time steps) for each 30 second clip.   

 The output from MobileNet v1 is passed as input to the Bi-LSTM with attention mechanism, 

shown in Figure B1.We use two layers of LSTM cells – the first layer is a 32 unit Bidirectional LSTM 

layer and the second layer is a 64 unit (unidirectional) LSTM layer. They are separated by an attention 

mechanism as shown in Figure B1. Each audio segment 𝑥𝑚 <521,1>, where 𝑚 is the total number of 

moments (time steps), is passed as input to each cell of the Bidirectional LSTM layer. This layer is made 

bidirectional to allow it to capture the interdependence between sequential audio segments from both 

Table B1: MobileNet-v1 architecture  
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directions. The sequential nature of LSTM cells in a layer allow the model to capture dependencies 

between audio segments that are separated from each other (see the LSTM paper by Gers et al. (1999) for 

more details). We adopt the attention mechanism used for neural machine translation by Bahdanau et al. 

(2014) to help the Bi-LSTM model focus on more important parts of the input. The mechanism weighs 

the output activations (𝑎<𝑡> = [𝑎⃗<𝑡>, 𝑎⃖<𝑡>], 𝑡 = 1 to 𝑚)  from each cell of the pre-attention Bi-LSTM 

layer before passing the contextual output, 𝑐<𝑡> , to the post-attention LSTM layer above it. In addition, 

each cell of the attention mechanism takes as input the output activation 𝑠(𝑡 − 1) from each preceding 

cell of the post-attention LSTM layer which allows it to factor in the cumulative information learnt by the 

model till that time step (see Bahdanau et al. (2014) for more details on the attention mechanism). The 

output of the last cell in the post-attention LSTM layer is passed to an output layer which has a linear 

activation function for the four continuous outcomes and a sigmoid activation function for sentiment.  The 

context vector 𝑐<𝑚> from the last cell of the attention mechanism allows visualization of the relative 

weights placed by the model along the time dimension of the input in order to form an association with 

the outcome of interest. Audio moments that have higher weight are more important while forming an 

association between the audio clip and the outcome of interest. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure B1: Bi-LSTM with Attention  

𝑎⃗<0> = 0ሬ⃗   
𝑎⃖<𝑚+1> = 0ሬ⃗   

𝑎⃗<1>  𝑎⃗<𝑚>  

𝑠<0> = 0ሬ⃗   𝑠<1>  𝑠<𝑚−1>  

𝑐<1>  𝑐<𝑚>  𝑐<2>  
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Appendix C – EfficientNet-B7 Architecture and Combination Architectures                       

(in Image Model) 

The architecture of EfficientNet-B7 customized to our input dimension of 270x480x3 (where 3 

corresponds to the pixel intensities for Red, Green and Blue channels) is shown in Table C1. Each row 

describes Stage 𝑖 with input dimension [𝐻̂𝑖, 𝑊̂𝑖] (resolution), output channels 𝐶̂𝑖 (width) and 𝐿̂𝑖 layers 

(depth). B7 is the model with the highest uniform increase in resolution, width and depth of the model as 

compared to a baseline model B0 used by Tan and Le (2019). Scaling uniformly across the three 

dimensions (i.e. compound scaling) allows the model to better capture salient regions in images (see Tan 

and Le (2019) for details). 

Stage 

 𝑖 
  

Operator 

𝐹̂𝑖 

  

Resolution 

(𝐻̂𝑖 x 𝑊̂𝑖) 

(Height x Width) 

Width 

𝐶̂𝑖 

(Channels) 

Depth 

𝐿̂𝑖 

(Layers) 

Pre-trained 

Weights 

  
1 Conv k3x3, s2 270 x 480 64 1 

Yes 

2 MIBConv, e1, k3x3, s1 135 x 240 32 4 

3 MIBConv, e6, k5x5, s2 135 x 240 48 7 

4 MIBConv, e6, k5x5, s2 68 x 120 80 7 

5 MIBConv, e6, k3x3, s2 34 x 60 160 10 

6 MIBConv, e6, k5x5, s1 17 x 30 224 10 

7 MIBConv, e6, k5x5, s2 17 x 30 384 13 

8 MIBConv, e6, k3x3, s1 9 x 15 640 4 

9 Global Average Pooling 9 x 15 2560 1 
No 

10 Dense 1 x 1 1 1 

  

 

 

 Stage 1 has the regular convolution operation, whereas Stages 2 to 8 comprise the main building 

block of the architecture which is the Mobile Inverted Bottleneck Convolution, “MIBConv, 𝑒, 𝑘 x 𝑘, s” 

where 𝑒 = {1,6} is the expansion factor, 𝑘 x 𝑘 = {3𝑥3, 5𝑥5} is the size of the kernel and 𝑠 = {1,2} is the 

stride. The strength of MIBConv lies in its ability to identify important features that are encoded in lower 

dimensional subspaces of images (see Sandler et al. (2018) for details). Furthermore, each MIBConv 

block is followed by a squeeze-and-excitation network that provides a weighted average to each channel 

output instead of a simple average, thus improving model performance (see Hu et al. (2018) for details).  

 To analyze thumbnails, we use the pre-trained weights from Stage 1 to 8, and tune the weights of 

Stage 9 and 10. Stage 9 has a Global Average Pooling Layer that averages the inputs along its height and 

width and passes its output to Stage 10 which is a Dense output layer. The output layer has a linear 

activation function for the four continuous outcomes and a softmax activation function for sentiment. 

Table C1: EfficientNet-B7 architecture  
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 To analyze video frames, we compare the performance of four ‘combination architectures’ shown 

in Figure C. Figure C1 shows the Bi-LSTM approach that captures sequential information from different 

video frames. Each EfficientNet-B7 model takes a different video frame as input and provides the output 

from Stage 8 to the Global Average Pooling (GAP) Layer. This is followed by Dense Middle Layers (that 

use ReLU activation for continuous outcomes and sigmoid activation for the binary outcome), which is 

followed by a single Bi-LSTM layer with 256 memory cells, and finally a Dense output layer (that uses 

linear activation for continuous outcomes and softmax activation for the binary outcome). Figures C2, C3 

and C4 show three approaches that preserve the spatial information across different video frames. The 

Max-GAP approach finds the maximum value across the [9x15x2560] Stage 8 output from each 

EfficientNet-B7 model, which is followed by a GAP layer that reduces the dimensions to [1x1x2560]. 

The GAP-Max approach first finds the global average across each Stage 8 output, which is then followed 

by the Max operation, while the C-GAP approach concatenates the GAP outputs. Across all four 

approaches, we use the pre-trained weights from Stage 1 to 8 for each EfficientNet-B7 model and tune the 

weights of the final layers. 

 

 

 

 

 

 

  

  

Figure C1: Bi-LSTM  
Figure C2: Max-GAP  
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Figure C3: GAP-Max  Figure C4: C-GAP  
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Appendix D – Comparison of Model Performance with Benchmarks 

We first compare the predictive performance from the BERT Text Model with four benchmarks in Table 

D1. The benchmark models include an LSTM (with a 300 dimensional Glove word vector embedding), 

CNN model (X. Liu et al., 2019), CNN-LSTM (Chakraborty et al., 2019) and CNN-Bi-LSTM. 

Outcome Covariate LSTM CNN 
CNN-

LSTM 

CNN-Bi-

LSTM 
BERT 

Views 

Title 2.11 1.73 1.75 1.68 1.66 

Description (first 160c) 2.27 1.69 1.68 1.67 1.57 

Captions/transcript (first 30s) 2.28 1.82 1.80 1.76 1.75 

Sentiment 

Title 0.67 0.70 0.70 0.70 0.72 

Description (first 160c) 0.50 0.69 0.69 0.69 0.69 

Captions/transcript (first 30s) 0.67 0.70 0.70 0.70 0.70 

 

 

 

 As can be seen in Table D1, BERT has the best performance for both views (lowest RMSE) and 

sentiment (highest accuracy), with a maximum performance improvement of 6% for ‘views-description’ 

as compared to CNN Bi-LSTM.  

 We then compare the model performance of the Audio model as per the benchmarks discussed in 

Section 4.2 and present the results in Table D2. We find that the addition of MobileNet v1 (Model 2) 

helps improve accuracy when predicting sentiment, but there is no performance improvement when 

predicting views. Addition of the attention mechanism (Model 3) results in an improvement in both 

RMSE (by 10%) when predicting views and accuracy (by 1.5%) when predicting sentiment, thus 

demonstrating the benefit of capturing relative attention weights in the model.  

Outcome 

Model 1:  

Mel Spectrogram +  

Bi-LSTM 

Model 2: 

Mel Spectrogram + 

MobileNet v1 +  

Bi-LSTM 

Model 3:  

Mel Spectrogram +  

MobileNet v1 +  

Bi-LSTM +  

Attention 

Views 2.19 2.19 1.97 

Sentiment 0.59 0.64 0.65 

 

 

 

  

Table D1: Comparison of Text Model performance in holdout sample 

(RMSE for Views; Accuracy for Sentiment) 

Table D2: Comparison of Audio Model performance in holdout sample  

(RMSE for Views; Accuracy for Sentiment) 
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 Next, we compare the performance of the (pre-trained) EfficientNet-B7 with a 4-layer CNN 

model using thumbnails in Table D3. We see a substantial improvement in both RMSE (by 41%) and 

accuracy (by 26%) when using EfficientNet-B7, thus demonstrating the benefits of both deeper  

architecture and transfer learning with image data.42  

 

 

 

 

 

 

Next, we compare the performance of the four Video Frame Models in Table D4 using two 

frames in each video clip – 0 sec and 30 sec. 

Outcome Bi-LSTM Max-GAP GAP-Max C-GAP 

Views 2.28 3.16 2.88 5.53 

Sentiment 0.66 0.66 0.66 0.66 

 

 

 

 We find that the Bi-directional LSTM architecture which captures the sequential information 

from two video frames performs better than the other three models that capture only spatial information 

while predicting views. However, all four models perform equally well in predicting sentiment. This 

demonstrates that capturing sequential information is more important for predicting views but not as 

important for predicting sentiment. As the Bi-LSTM model is the best overall, we use it to predict all the 

outcomes. Furthermore, we demonstrate sequential improvement in predictive performance when we add 

additional video frames to the model by reducing the time interval by half at each step, in Table D5. 

 

 

 

 

 

 

 
42 Note that we are unable to tune an entire EfficientNet-B7 (without transfer learning) to demonstrate only the incremental benefit of transfer 
learning because of computational constraints that can be achieved at a low cost. 

Outcome CNN  EfficientNet-B7 

Views 5.20 3.09 

Sentiment 0.54 0.68 

Time Interval Covariate Views Sentiment 

30 s Video Frames (0s, 30s) 2.28 0.66 

15 s Video Frames (0s, 15s, 30s) 2.23 0.67 

7.5 s Video Frames (0s, 7.5s, 15s, 22.5s, 30s) 2.23 0.68 

Table D3: Comparison of Thumbnail Model performance in holdout sample  

(RMSE for Views; Accuracy for Sentiment) 

 

Table D4: Comparison of Video Frame Model (0s,30s) performance in holdout sample  

(RMSE for Views; Accuracy for Sentiment) 

 

 

Table D5: Bi-LSTM Video Frame Model (with different time intervals)  

(RMSE for Views; Accuracy for Sentiment) 

Marketing Science Institute Working Paper Series



57 

 

 We find that using an additional frame at 15 sec helps improve prediction of views and sentiment. 

Adding two more frames at 7.5 sec and 22.5 sec improves prediction of sentiment but does not result in 

improved prediction of views.43  The use of five frames results in overall best performance for both 

outcomes.  

 Last, we show the performance of the Combined Model from Section 4.4 on the holdout sample 

in Table D6. We use four linear models – OLS, Ridge Regression (L2 penalization), LASSO (L1 

penalization), Elastic Net (0.5L1 and 0.5L2 penalization), and three non-linear models – Deep Neural Net 

(with three hidden layers), Random Forests and Extreme Gradient Boosting (XGBoost). We find that 

Ridge Regression has the best performance on the holdout sample for all the continuous outcomes (lowest 

RMSE) and also the binary outcome (highest accuracy). 

  Views Sentiment Engagement Popularity Likeability 

OLS 1.46 0.74 0.80 0.64 0.78 

Ridge Regression  1.11 0.75 0.73 0.56 0.72 

LASSO  2.26 0.73 0.97 0.80 1.02 

Elastic Net 2.26 0.74 0.97 0.80 1.02 

Deep Neural Net 1.13 0.75 0.76 0.59 0.73 

Random Forests 1.23 0.74 0.74 0.58 0.75 

XGBoost 1.44 0.72 0.81 0.64 0.78 

 

 

  

 
43 We are unable to test performance with smaller time intervals due to limitations on computational performance that can be achieved at a low 
cost.  

Table D6: Performance of different Combined Models on holdout sample 

 (RMSE for Views, Engagement, Popularity and Likeability; Accuracy for Sentiment) 
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Appendix E: Interpreting Interaction Effects in Text Model 

We study interaction effects in Step 1 to answer the following question: 

1) Brand Attention – Brand Proportion and Brand Position: Does attention change based on whether the 

brand is part of a longer text (proportion) and the brand position in text?  

log(𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑊𝑒𝑖𝑔ℎ𝑡𝑖𝑡𝑗) =  𝛼𝑖 + 𝛾𝑋𝑖𝑡 + 𝛽1(𝐵𝐼𝑇𝑖𝑡𝑗) + 𝛽2(𝑇𝑃𝑖𝑡𝑗) + 𝛽3(𝐿𝑂𝑇𝑋𝑖𝑡𝑗) +

𝛽4(𝐵𝐼𝑇𝑖𝑡𝑗 ∗  𝐿𝑂𝑇𝑋𝑖𝑡) + 𝛽5(𝐵𝐼𝑇𝑖𝑡𝑗 ∗  𝑇𝑃𝑖𝑡𝑗) + 𝜖𝑖𝑡𝑗                                                                          E1 

 

In Step 2, we answer the following questions related to interaction: 

2a) Brand Presence - Brand Proportion: Is there an interaction effect between brand presence in text and 

overall length of text? 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑂𝑢𝑡𝑐𝑜𝑚𝑒𝑖𝑡  =  𝛼𝑖 + 𝛾𝑋𝑖𝑡  +𝛽1(𝐵𝐼𝑇𝑋𝑖𝑡) + 𝛽2(𝐿𝑂𝑇𝑋𝑖𝑡) + 𝛽3𝑖𝑡
(𝐵𝐼𝑇𝑋𝑖𝑡 ∗  𝐿𝑂𝑇𝑋𝑖𝑡) +  𝜖𝑖𝑡      E2 

 

2b) Brand Presence - Lead or End with Brand: Is brand presence in first or second half of each text 

associated with predicted outcome?  

 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑂𝑢𝑡𝑐𝑜𝑚𝑒𝑖𝑡  =  𝛼𝑖 + 𝛾𝑋𝑖𝑡 + 𝛽1(𝐵𝐼𝐹𝑇𝑋𝑖𝑡) + 𝛽2(𝐵𝐼𝑆𝑇𝑋𝑖𝑡) + 𝛽3(𝐿𝑂𝑇𝑋𝑖𝑡) + 𝜖𝑖𝑡                E3 

 

where, 𝐵𝐼𝐹𝑇𝑋 & 𝐵𝐼𝑆𝑇𝑋 are Brand Indicators in First half of each Text and Second half of each Text, 

respectively. 

The values of the coefficients of interest in each of the above equations are shown in Table E1. The 

values in the table reflect a percent change in the non-log-transformed outcome (e.g., views and not 

log(views)) when a covariate is present or increases by one unit.44 We do not find significant evidence at 

the intersection of Step 1 and Step 2 to show that the effect of brand mentions can vary based on length of 

text or its position in the text. 

 

 

 

 

 

 

 
44 LOTX (Length of Text) has been mean centered to allow for interpretability of the coefficient. 
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    Step 1 - Eq(E1) Step 2 - Eq(E2) Step 2 - Eq(E3) 

Model for 
Data 

Type 

Covariate 

BIT 
BIT x 

LOTX 

BIT x 

TP 
BITX 

BITX x 

LOTX 
BIFTX BISTX 

Views 

Title 29.92* 2.84* -2.84W 0.34 -2.22 3.21 -19.60 

Desc 8.77 1.35* -0.02 54.13* 1.28 29.86W 46.89* 

Tran 4.29 0.41* -0.23 6.26 0.05 25.31 -7.32 

Sentiment 

Title -18.37 -1.8 -0.5 -12.13 2.32 -44.25 104.53 

Desc 26.02 1.52* -2.42* -72.34W 11.40* -18.95 -41.99 

Tran 40.08W 0.22 -0.20 -51.98 -4.49W -50.78 -74.99 

Engagement 

Title 27.87* -0.24 0.98 -4.62 -0.71 -12.09 1.50 

Desc -9.64 1.95* -0.19 4.03 0.15 7.00 -0.64 

Tran 461.32* 0.81* -0.05 15.86W -0.34W -0.32 6.57 

Popularity 

Title 22.32W 0.76 -2.03 -9.33 -0.27 -11.40 -13.8 

Desc 85.75* -0.76 -1.53* 2.36 0.85 11.40 -1.29 

Tran 107.04* 0.76* -0.11 -2.41 0.42* 8.75 8.79 

Likeability 

Title 42.59* 0.53 -0.92 -17.27 2.57 -9.20 -4.40 

Desc 130.50* -0.61 -0.7W 10.35 1.52* 15.58 2.50 

Tran 87.47* 1.19* -0.44 0.87 0.17 9.37 5.15 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table E1: Results of the Text Regression Models with interactions 

 (* – Significant (p < 0.05); W – Weakly Significant (0.05 ≤ 𝑝 < 0.1)) 
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Appendix F: Interpreting Results for Middle and End of Videos 

We interpret the results of the deep learning models on the middle 30 sec and last 30 sec of videos as 

done in Section 5.2. We focus on all the outcomes except views because, as mentioned in Section 3.3, 

view count is determined by viewing 30 seconds of a video. This is more likely to be the first 30 seconds 

unless viewers immediately skip to other locations in the video for which we have no demonstrated 

evidence of it happening on YouTube. We find eight significant results for the Audio model, but no 

significant results for the Image and Text model. The results are shown in Table F1.  

 Significant increase in attention (A) and 

significant increase in outcome (O) 

Significant increase in attention (A) but 

significant decrease in outcome (O) 

Outcome Audio Model Audio Model 

Sentiment 

more speech (without simultaneous music) 

in middle 30 sec of audio 

A: 2.88% 

O: 10.80% 

or more music (without simultaneous 

speech) in middle 30 sec of audio 

A: 3.10% 

O: 24.65% 

 

Engagement  

more music (without simultaneous speech) 

in last 30 sec of audio 

A: 2.95% 

O: - 1.05% 

Popularity 

more speech (without simultaneous music) 

in last 30 sec of audio 

A: 5.60% 

O: 0.07% 

 

more speech (without simultaneous music) 

in middle 30 sec of audio 

A: 0.98% 

O: - 0.21% 

or more music (without simultaneous 

speech) in middle 30 sec of audio 

A: 1.05% 

O: - 0.77% 

Likeability 

more speech (without simultaneous music) 

in last 30 sec of audio 

A: 3.63% 

O: 0.26% 

or more animal sounds in last 30 sec of 

audio 

A: 6.60% 

O: 1.02% 

 

 

 

 Overall, the results for the middle and end of audio are qualitatively similar with the results for 

the beginning of audio with some differences (e.g., more speech without simultaneous music in the last 30 

sec of audio is associated with an increase in popularity which was not found to be true for the first 30 sec 

of audio). 

Table F1: Results from interpreting Regression Models on middle and end of video 
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