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Report Summary
Personal selling (PS) is an important element
in the marketing mix for many companies
across various industries and sectors. There are
currently an estimated 20 million full-time
salespeople working for U.S. businesses, and
personal selling is prevalent in noncommercial
settings, such as U.S. military recruitment.

Despite the critical role and expenditures asso-
ciated with this activity in numerous indus-
tries, there are few quantitative generalizations
about personal selling’s effects. To fill this gap,
the authors analyzed estimates from 46 empir-
ical studies published during the past four
decades. The authors find the weighted mean
of PS elasticities from these studies to be
about .32, a number significantly larger than
the mean estimates of advertising elasticity,
which fall in the range of .1 to .2 in earlier
analyses of advertising-sales effects.

The authors find that personal selling elastic-
ity is higher when the products are in the early
rather than late stages of their lifecycles and in
European rather than U.S. markets. They also

find that PS elasticity estimates from more
recent studies are smaller than those from
older studies. In addition, methodological
features of past studies, such as the form of
sales response function, the temporal data
intervals used, and the omission of promotions
or lagged effects, significantly bias elasticity
estimates. After correcting for these method-
ology-induced biases, the weighted mean cor-
rected PS elasticity is .352.

These results suggest that companies should
deploy direct salesforce resources for launching
and establishing new products while shifting
to other means of communications as products
mature. Similarly, personal selling efforts in
European markets seem to be more effective
than in the U.S., suggesting potential rede-
ployment strategies for multinational firms.

The authors suggest that the efficient ratio of
personal selling expenditures to total revenues
is about 12.5%. Managers can use this ratio as
a decision-making benchmark while setting
PS expenditure levels. n

A Meta-analysis of Personal Selling
Elasticities

Sönke Albers, Murali K. Mantrala, and Shrihari Sridhar

Personal selling can be a potent marketing instrument that plays a key

role in the marketing mix of many industries. This study suggests that

companies deploy direct salesforce resources for launching and establish-

ing new products while shifting to other means of communications as

products mature.

W o r k i n g  P a p e r

Sönke Albers is
Professor of Innovation,
New Media and
Marketing, Christian-
Albrechts-University 
at Kiel, Germany. 
Murali K. Mantrala is
Sam M. Walton
Distinguished Professor
of Marketing, and
Shrihari Sridhar is a
Ph.D. student in market-
ing, both at the Robert J.
Trulaske, Sr., College of
Business, University of
Missouri, Columbia. 
The authors contributed
equally to this research
and their names are list-
ed in alphabetical order.

W O R K I N G  P A P E R  S E R I E S 3

    



Introduction

There are currently an estimated 20 million
full-time salespeople working for U.S. busi-
nesses (including about 15 million engaged in
direct-to-consumer selling for companies
such as Avon and Amway). In total, U.S.
businesses are estimated to have spent about
$800 billion on salesforces in 2006, almost
three times the amount spent that year on
advertising (Zoltners, Sinha, and Lorimer
2007). Personal selling is also prevalent in
noncommercial settings, e.g., U.S. military
recruitment efforts (Hanssens and Levien
1983). According to a Congressional Budget
Office (CBO) study in 2006, the four arms of
the U.S. military (Army, Marine Corps, Navy,
and Air Force, including the respective
National Guard and Reserve Forces) together
employed nearly 21,450 recruiters in 2005,
with the U.S. Army alone spending in excess
of $100 million on experienced recruiters to
meet its manpower goals in 2005 (Congress
of the United States 2006).

Considering the critical role and expenditures
associated with this activity in numerous
industries, the lack of generalized quantitative
estimates of personal selling’s effects is
remarkable.

The objective of this paper is to provide quan-
titative generalizations about the determinants
of personal selling–sales (PS) elasticity and its
magnitude via a formal meta-analysis of extant
empirical studies encompassing a variety of
market settings.

Marketing scholars have recognized the value
of periodically conducting such meta-analyses
of accumulated empirical studies of marketing
instruments’ effects on sales to draw out quan-
titative generalizations useful not only for
assessing response parameter estimates made
under different circumstances, but also for pre-
dicting parameter values that should occur
under yet-unresearched circumstances (Farley,
Lehmann, and Sawyer 1995). In particular, the

elasticity of a firm’s sales response to a market-
ing input, i.e., the percentage increase or
decrease in sales for a 1% change in the level
of the marketing variable, is an ideal measure
for meta-analysis because it is dimensionless
and easily interpretable. Quantitative general-
izations about elasticities derived from meta-
analysis are valuable for both building theory
and guiding firms’ marketing decisions (see,
e.g., Hanssens, Parsons, and Schultz 2001,
ch. 8; Farley, Lehmann, and Sawyer 1995).
For example, they can provide a benchmark
for average market responses under different
conditions that can be used with an optimiza-
tion procedure such as the Dorfman-Steiner
(1954) equilibrium to assess the optimality of
applied or proposed levels of a firm’s market-
ing-mix variables in different market settings
(Farley and Lehmann 1994).

Motivated by the above considerations, several
notable meta-analysis papers have reported
quantitative generalizations about the overall
means of firm-level price and advertising–sales
elasticities, and determinants of their varia-
tions across earlier studies (e.g., Andrews and
Franke 1991; Assmus, Farley, and Lehmann
1984; Bijmolt, van Heerde, and Pieters 2005;
Sethuraman and Tellis 1991; Tellis 1988).
Until now, however, a similar meta-analysis of
PS elasticities has not appeared in the market-
ing research literature. Indeed, quantitative
empirical generalizations of any kind about
the sales effects of personal selling (i.e.,
informative and persuasive personal communi-
cations by paid sales agents to prospective and
current customers) are difficult to find in the
literature.1 For example, there is no paper
focused on personal selling in Marketing
Science’s highly acclaimed special issue on
Empirical Generalizations in Marketing in 
1995 (see, e.g., Bass and Wind 1995).2

An insufficient number of published studies 
at the time might explain why there was no
meta-analysis research paper focused on PS
elasticities in the mid-1980s. In general, data
on personal selling efforts and effects have
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been difficult to obtain, limiting the number
of salesforce-focused, market response studies
relative to the volume of work on advertising
and pricing. However, more data and studies
have become available during the past two
decades. Still, the only empirical generaliza-
tions with respect to PS elasticities are those
provided by Hanssens, Parsons, and Schultz,
who note that “personal selling elasticities have
positive effects on sales, usually with decreas-
ing returns to scale” (2001, ch. 8, p. 348).
Further, Hanssens, Parsons, and Schultz
(2001) state that “. . . personal communication
or sales calling is much more sales effective than
advertising” (emphasis ours); it appears they
base this assertion on the observation that the
modal value of PS elasticity found in military
recruiting studies is about .5, as compared to
the mean estimates of advertising elasticity
falling in the range of .1 to .2 found in meta-
analyses studies by Lambin (1976), Aaker and
Carman (1982), Assmus, Farley, and Lehmann
(1984), Sethuraman and Tellis (1991), and
Lodish et al. (1995). However, Hanssens,
Parsons, and Schultz’s (2001, ch. 8) observa-
tions on PS elasticities are based on an infor-
mal review of five previous studies, of which
four were drawn from defense recruiting in the
1980s, a setting that had typically revealed
higher PS elasticities, averaging more than .4,
e.g., Sohn (1996). Therefore, there is a need
for a systematic research effort of larger scope
to develop more robust or “good” empirical
generalizations (Barwise 1995) with respect to
the magnitude and determinants of PS elastic-
ities. The work presented in this paper
attempts to meet this need.

The database for our meta-analysis is com-
prised of observations from a large collection
of empirical studies of personal selling’s effects
on sales outputs carried out during the past
four decades by scholars in multiple disciplines
(marketing, management, operations research,
economics, health economics) and by indus-
try- and government-based researchers. The
individual studies originate from either the
United States or Europe (Belgium, France,

Germany, Italy, United Kingdom), and
encompass a wide range of known research
settings, models, data environments, and esti-
mation methods. Specifically, our database
includes 46 publications (studies)—with 5, 10,
11, and 20 papers from the 1970s, 1980s,
1990s, and the current decade respectively—
providing a total of 3,193 PS elasticities (see
Table 1).

Our meta-analysis is focused on current-period
PS elasticities, reflecting the effect of current-
period selling efforts on current-period unit
sales, as the majority of studies in our database
provide only these measures. Further, we con-
centrate on firm- or brand-level PS elasticities;
no industry-level studies (see, e.g., Hanssens,
Parson, and Schultz 2001, p. 350) are included
in this meta-analysis. Some of the studies in
our database involve personal selling to organ-
izations or institutions, e.g., the selling of high-
priced consumer goods to retailers (Beswick
and Cravens 1977), the selling of building
products to local contractors (Dalrymple and
Strahle 1990), and the selling of airline tickets
to travel agents (Fudge and Lodish 1977).
Others involve personal selling to individuals,
e.g., detailing of prescription drugs to physi-
cians (Mizik and Jacobson 2004), or recruiting
people to serve in various branches of the U.S.
military such as the Navy (Carroll et al 1985)
or the Army (Kearl, Horne, and Gilroy 1990).
(Our database does not include any measure-
ments of the effects of personal selling activity
by sales assistants in retail store settings.)

Our research makes the following key contri-
butions: First, we present the distribution of
observed PS elasticities from a much larger
and more comprehensive set of past studies
than those covered in the previous literature.
Second, similar to Bijmolt, van Heerde, and
Pieters (2005), we identify and quantify the
effects of significant drivers of interstudy dif-
ferences in observed PS elasticities, falling in
two classes: (a) product-market (selling environ-
ment) characteristics, e.g., product lifecycle
stage, buyer type, geographic region, year of
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Table 1
Studies Included in the Meta-analysis

Volume Estimates Average
# Authors Year Publication Outlet (Issue), Pages per Study Elasticity

1 Albers 1996 European Journal of Marketing 30 (7), 68–82 1 .15

2 Albers Report 1 2001 Research Report — 2 .48

3 Albers Report 2 1998 Research Report — 1 .25

4 Albers Report 3 2004 Research Report — 4 .19

5 Albers Report 4 2006 Research Report — 24 .35

6 Albers Report 5 2006 Research Report — 10 .15

7 Albers Report 6 2006 Research Report — 4 .26

8 Albers Report 7 2005 Research Report — 18 .04

9 Berndt et al. 2001 American Economic Review 85 (2), 100–5 1 .02

10 Berndt et al. 1994 Working Paper — 4 .52

11 Berndt, Pindyck, and Azoulay 2000 NBER Working Paper #7772 — 28 .07

12 Berner and Daula 1993 Operations Research Center, — 1 .27
Technical Report

13 Beswick and Cravens 1977 Journal of Marketing Research 14 (2), 135–44 1 .22

14 Carroll, Rao, Lee, Shapiro, 1985 Marketing Science 4 (4), 352–74 14 .30
and Bayus

15 Chintagunta and Desiraju 2005 Marketing Science 24 (1), 67–80 13 .79

16 Dalrymple and Strahle 1990 Journal of Personal Selling 10 (2), 59–68 3 .13
and Sales Management

17 Dong, Manchanda, and 2006 Working Paper, University of — 8 .11
Chintagunta Chicago

18 Fischer and Albers 2007 Marketing Science Institute 07–117 2831 .14
Working Paper

19 Fudge and Lodish 1977 Interfaces 8 (1, Part 2), 54 .25
97–106

20 Gatignon and Hanssens 1987 Journal of Marketing Research 24 (3), 247–57 2 1.10

21 Hagerty, Carman, and Russell 1988 Journal of Marketing Research 25 (1), 1–9 12 .36

22 Hanssens and Levien 1983 Management Science 29 (10), 1167–84 18 .21

23 Horsky and Nelson 1996 Marketing Science 15(4), 301–20 4 .51

24 Hruschka 1993 Zeitschrift für Betriebswirtschaft 63, 253–65 6 .43

25 Janakiraman, Dutta, and Stern 2005 Tanaka Business School Working — 3 .13
Paper (DP05#42)

26 Kearl, Horne, and Gilroy 1990 Contemporary Policy Issues 8(4), 68–78 2 .58

27 LaForge and Cravens 1981 Journal of Personal Selling Fall/Winter, 2 .33
and Sales Management 10–16

28 Lambert and Kniffin 1970 Southern Journal of Business 5 (1), 1–11 1 .78

29 Lodish et al. 1988 Interfaces 18 (1), 5–20 32 .49

30 Mahajan, Sharma, and Wind 1984 Journal of Marketing Research 21 (3), 268–77 7 .53

continued on next page



data collection; and (b) research methodology
characteristics, e.g., data aggregation interval
and response model characteristics. Third,
after adjusting for the predictable research
methodology-induced biases found in our
meta-analysis, we determine the mean esti-
mate of PS elasticity over different selling
environments to be about .352. We offer this
as a benchmark “market-based” estimate of PS
elasticity to guide investigations of personal
selling–sales response relationships and assess-
ments of the efficiency of personal selling
expenditures in different market settings.

The remainder of this paper is organized as
follows. In the next section, we present our
meta-analysis methodology, the estimation
results, and ensuing empirical generalizations

with respect to the moderators of PS elasticity.
Subsequently, we obtain the methodology
bias-corrected distribution of PS elasticities in
our database, the mean of which is .352. We
then demonstrate how these results, combined
with those of Bijmolt, van Heerde, and
Pieters’ (2005) price elasticity meta-analysis,
can be used as inputs by managers in applying
the Dorfman-Steiner (1954) theorem to assess
the efficiency of reported ratios of personal
selling spending to sales revenues. In particu-
lar, we comment on the implications for con-
temporary levels of personal selling efforts in
the pharmaceutical industry and Army recruit-
ing, two settings that figure prominently in
our database. We conclude with a summary of
our findings, general managerial implications,
and directions for future research.

W O R K I N G  P A P E R  S E R I E S 7

Table 1
Continued

Volume Estimates Average
# Authors Year Publication Outlet (Issue), Pages per Study Elasticity

31 Manchanda and Chintagunta 2004 Marketing Letters 15 (2), 129–45 1 .17

32 Mantrala et al. 2007 Journal of Marketing 71 (2), 26–44 16 .35

33 Mizik and Jacobson 2004 Management Science 50 (12), 1704–15 3 .12

34 Montgomery and Silk 1972 Management Science 18 (10), B-485–501 6 .06

35 Morey and McCann 1980 Management Science 2 (2), 193–202 2 .34

36 Narayanan, Desiraju, and 2004 Journal of Marketing 68 (3), 90–105 6 .22
Chintagunta

37 Narayanan, Manchanda, 2005 Journal of Marketing Research 42 (3), 278–90 9 .24
and Chintagunta

38 Polich and Dertouzos 1986 Working Paper, RAND Corporation — 1 .60

39 Ramaswamy et al. 1993 Marketing Science 12 (1), 103–24 6 .26

40 Rao and Turner 1984 Journal of Personal Selling (2), 24–30 2 .35
and Sales Management

41 Rosenthal et al. 2003 Working Paper, Henry J. Kaiser — 3 .03
Family Foundation

42 Shankar 1997 Marketing Science 16 (3), 271–93 3 .38

43 Skiera and Albers 2006 Working Paper, University of Kiel — 6 .07

44 Smith, Gopalakrishna, and 2001 International Journal of Research 21, 61–76 6 .27
Smith in Marketing

45 Turner 1971 Journal of Marketing Research 8 (2), 165–72 4 .75

46 Warner 1990 Contemporary Policy Issues 8 (4) 8 .37



Methodology

Database compilation and scope
Table 1 lists the 46 papers (studies) included in
our analysis. The steps for finding and compil-
ing this collection of studies were as follows:
First, we examined relevant publications that
were cited in earlier reviews of the salesforce
models research literature (e.g., Albers and
Mantrala 2007; Hanssens, Parsons, and
Schultz 2001, ch. 8; Manchanda and Honka
2005; Vandenbosch and Weinberg 1993). We
also probed the references in those publications
for additional studies reporting PS elasticities.
Second, we used all available services for online
bibliographic search (e.g., ABI/Inform,
EBSCO, Google Scholar, Kluwer Online).
Third, we searched the Web for relevant work-
ing papers. Finally, we asked researchers for the
results of consulting engagements as well as
copies of working papers in which they had
estimated PS elasticities.

The final database of 46 studies includes only
those that provide unambiguous estimates
(either directly reported in the study or
derived from estimated response model coeffi-
cients) of the elasticity of the ultimate output
of interest (e.g., sales or market share, number
of recruits) to personal selling effort. We
excluded studies that use psychological crite-
rion variables such as attitudes or purchase
intentions. However, unlike Tellis (1988) and
Bijmolt, van Heerde, and Pieters (2005), our
database includes studies involving managerial
judgment-based sales response estimation
because of their prominent place in early sales-
force decision modeling research (e.g., the
CALLPLAN modeling approach used by
Lodish [1971]) and intrinsic ability to provide
individual-level elasticities rather than aggre-
gate elasticities (see Albers and Mantrala
2007). As already noted, our database also
includes working papers so as to avoid publi-
cation bias that would reduce interstudy vari-
ability in the meta-analysis (e.g., Rust,
Lehmann, and Farley 1990).

Ultimately, the 46 studies yielded a total of
3,193 PS elasticity estimates. Notably, one
single study (Fischer and Albers 2007)
contributed 2,831 distinct brand-level PS
elasticities, i.e., 89% of the total number of
observations, while the remaining 45 con-
tributed 362 (about the same total number of
price-elasticity estimates utilized in Tellis’s
1988 study and many more than the 128 and
55 advertising-elasticity estimates treated in
the meta-analyses by Assmus, Farley, and
Lehmann 1984 and Lodish et al. 1995).
Noting that meta-analyses based on studies
with widely differing numbers of measure-
ments (observations) per study are common,
Bijmolt and Pieters (2001) have shown that
hierarchical linear model (HLM) estimation
(e.g., Raudenbush and Bryk 1992) is the opti-
mal procedure to account for the nested error
structure, i.e., at the measurement level and
the study level, that is present in such data.
Their investigation, however, employed meta-
analysis datasets that allowed for a maximum
of 19% of the total observations to be con-
tributed by one study. Therefore, to stay within
this limit without sacrificing the information
provided by the Fischer and Albers (2007)
study, we employ a repeated HLM estimations
approach in our meta-analysis, wherein each
estimation run uses only a small, randomly
drawn sample of the Fischer and Albers
(2007) PS elasticity measurements combined
with the remaining data from the 45 other
studies. The details are provided in the section
titled “Research methodology bias-corrected
benchmark PS elasticity.”

Independent variables included in the
meta-analysis and coding
Table 2 presents the coding scheme for each of
the selected independent variables, i.e., deter-
minants of interstudy differences in PS elastic-
ity estimates, examined in our meta-analysis,
classified as either a market characteristic or
research methodology characteristic. As indicated
in Table 2, our selection of each of these inde-
pendent variables was based on the use of a
similar variable in one or more of the earlier
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published meta-analyses of price elasticity
(Bijmolt, van Heerde, and Pieters 2005; Tellis
1988), advertising elasticity (Andrews and
Franke 1991; Assmus, Farley, and Lehmann
1984) and determinants of a salesperson’s per-
formance (Churchill, Ford, and Walker 1985).
However, due to the salesforce context of our
research, our operationalizations (as indicated
in Table 2) differ somewhat from those of the
similar independent variables used in previous
meta-analyses. Table 2 also indicates the 
a priori hypotheses with respect to the
expected sign of the effect of each independ-
ent variable on the observed PS elasticities.
The rationale for each hypothesized sign is
discussed, along with the empirical results in
the results section.

Two judges who were not members of the
meta-analysis research team separately coded all
the studies on the selected independent vari-
ables, using the coding scheme in Table 2.
Agreement between the two judges was assessed
to be greater than 90%. A third judge amicably
resolved any remaining inconsistencies.

Estimation methodology
We model PS elasticity as a linear function of
the selected independent variables (modera-
tors), similar to Tellis (1988) and Bijmolt, van
Heerde, and Pieters (2005). As already men-
tioned, our meta-analysis is based on multiple
HLM estimation runs using samples of the
Fischer and Albers (2007) observations along
with the other studies’ data in each run. More
specifically, the steps in our procedure were as
follows:

Step 0: We classified the 2,831 products for
which elasticity estimates were obtained in the
Fischer and Albers study into 12 broad, mutu-
ally exclusive and exhaustive therapeutic prod-
uct categories.

Step 1: We then drew a stratified random
sample of 7 observations from each of the 12
product categories, i.e., a total of 84 elasticity
measurements from the Fischer and Albers

study, and combined them with the 362 meas-
urements from the remaining studies to obtain
a total of 446 observations. Thus, the number
of observations drawn from the Fischer and
Albers study was about 19% of the observa-
tions for each run.

Step 2: The HLM model was estimated using
a total of 446 observations. After each run,
we recorded the estimated size, sign, and sta-
tistical significance of the impact of each
moderator (market and research methodology
characteristics) on PS elasticity.

Step 3: Steps 1 and 2 were repeated 2,000
times.

The computed means and standard deviations
from Step 3 are reported in Table 3. It is evi-
dent from the low standard deviation of the
estimates (e.g., .001 for the variable product
lifecycle stage) that the estimates of each mod-
erator were very similar in magnitude across
2,000 iterations. Also, the sign of each esti-
mated effect was unchanged across all the
2,000 iterations. Last, we counted the times
each moderator’s effect on elasticity was found
to be statistically significant (i.e., t-value ≥
1.65, one-sided test). We then treated the
mean estimate of each moderator’s effect on
PSE as significant if it was significant in 90%
or more of the 2,000 iterations.

Multicollinearity can arise due to high correla-
tions between the “within-study” (variables
that change within studies only as well as the
“across-study” (variables that change across
and within studies) independent variables in
HLM. Since there is no direct diagnostic for
multicollinearity in HLM, we observed the
variance inflation factors of the independent
variables (VIF) (e.g., Mason and Perreault
1991) obtained through separate OLS estima-
tions of the within-study and across-study
independent variables. The VIF of each inde-
pendent variable in each estimation was less
than 10 (the highest being less than 5), sug-
gesting acceptable multicollinearity. Together

W O R K I N G  P A P E R  S E R I E S 9
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Table 2
Variables Used in the Meta-analysis 

Expected 
Coding Direction 

# Category* Variable Description Precedence** Scheme of Effect

1 MC Year of data Earliest year in the panel from which PS AF, BHP Mean centered ?
collection elasticities were estimated variable

2 MC Stage in product Captures whether the product was in AF, BHP, T 1: New or growing New > 
lifecycle the growth or mature stage of its product  markets, 0: Mature Old

lifecycle or declining markets

3 MC Geographic Continent from which data were collected AF, AFL, 1: European countries Europe > 
setting BHP, T 0: North America North America

4 MC Type of buyer Captures whether the recipient of the sales CFHW 1: Nonorganizational Organizational 
call is an institutional or individual buyer, buyers buyer > 
e.g., industrial products are sold to 0: Organizational Non-
institutional buyers, whereas Navy recruiting buyers organizational
efforts are targeted at individuals buyer

5 RM Estimation Captures whether the estimation method AF, AFL, 1: MLS , 0: OLS, ?
method used was Ordinary Least Squares (OLS), BHP, T 1: MLE, 0: OLS, 

Multi-stage and Generalized Least Squares 1: DC, 0:OLS 
(MLS), Maximum Likelihood (MLE), or 
Decision Calculus (DC) 

6 RM Temporal Captures the smallest data interval used AF, AFL, 1: Quarterly Quarterly < 
aggregation BHP, T 0: Monthly Monthly, 

1: Yearly Yearly < 
0: Monthly Monthly

7 RM Functional form Captures whether the response function is AF, AFL, 1: Varying ?
a constant elasticity (e.g., multiplicative) or BHP, T Elasticity (V) (NL), 
a varying elasticity form (e.g., ADBUDG) 0: Constant 

Elasticity (C)

8 RM Sales output Captures whether the sales output measure AF, AFL, 1: Relative Relative < 
measure involves changes in both primary and BHP, T 0: Absolute Absolute

selective demand (absolute measure) or only 
selective demand (share measures) 

9 RM Heterogeneity in Captures whether heterogeneity in sales BHP 1: Accounted for ?
sales response response is modeled 0: Not accounted for

10 RM Lagged Captures whether lagged effects of sales/ BHP 1: Included Included < 
measures effort were included 0: Omitted Omitted

11 RM Omitted Captures whether the variables of price (p), AF, FL, 1: Included Included < 
variables quality (q), advertising (a), and promotions BHP, T 0: Omitted Omitted for p, 

(pr) were included or excluded q, pr; Omitted 
< Included for 
Price

*MC: Market characteristics, RM: Research methodology. **AF: Andrews and Franke (1991), AFL: Assmus, Farley, and Lehmann (1984), CFHW: Churchill et al. (1985),
BHP: Bijmolt, van Heerde, and Pieters (2005), T: Tellis (1988).



with low correlations between the independent
variables and high stability in the estimates,
we ruled out multicollinearity as a threat.

Also, in addition to main effects, we checked
for two-way interaction effects between all
market characteristic variables. More specifi-
cally, as was done by Bijmolt, van Heerde, and
Pieters (2005), we tested interaction effects
one at a time to avoid multicollinearity prob-
lems. Using our repeated HLM procedure and
treating each interaction effect as a covariate,
we found one significant interaction effect
among the market characteristic variables.
Next, we report the results of our analysis.

Results

Frequency distribution of observed PS
elasticities
Figure 1 (Panel A) displays the overall fre-
quency distribution of the 3,193 observed PS
elasticity estimates obtained from the 46 stud-
ies. As expected, we see that 98% of these elas-
ticity estimates are positive. Next, we calculated
the weighted mean of the elasticities to allow
every study to contribute equally to the empiri-
cal generalization obtained. Specifically, if N
represents the total number of studies (i.e., 46)
and M

n
represents the mean of all the PS elas-

ticity estimates obtained in study n (where
n ranges from 1 to N), then the weighted
mean =

N

Σ
n=1

Mn
N . We found the “raw” weighted

mean in our database (unadjusted for any
methodology-induced biases) to be .320.
Notably, this value from our meta-analyses is
significantly lower than .5, the modal value of
PS elasticity suggested by Hanssens, Parsons,
and Schultz (2001, ch. 8, p. 348).

HLM model estimation results 
The overall fit of our model to the data (mean
R2 across 2,000 iterations = .30) is satisfactory,
since we are using our model for descriptive
purposes, and also comparable to the model
fits obtained in earlier meta-analyses (e.g., .16
in Bijmolt, van Heeerde, and Pieters 2005, and
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Table 3
Repeated HLM Estimation Results

% Times 
Category of Std. Dev. of Significant 
Covariates Variable Estimate Estimate (p < .1)

Intercept ..66 ..000022 110000

Year of data ––..0011 ..0000000077 110000
collection 
(mean-centered)

Product lifecycle stage

Late

Early ..1166 ..00000033 110000

Country

Europe

United States ––..2233 ..000044 110000

New Product * USA ––..115555 ..0011 9900

Type of buyer

Institutional buyer .08 .001 0

Individual buyer

Estimation type

OLS

MLS + GLS –.001 .001 0

MLE .03 .0006 0

DC –.12 .004 0

Temporal aggregation

Monthly

Quarterly .13 .003 6

Yearly ––..1155 ..000044 110000

Functional form

Constant elasticity

Varying elasticity ..1177 ..000022 110000

Sales output measure

Absolute

Relative ––..2211 ..000011 110000

Heterogeneity in 
sales response

Not accounted for

Accounted for –.09 .001 0

Lagged sales effects

Omitted

Included ––..1166 ..00000099 110000

Table 3 continued on next page

Constant
Market
Characteristics

Research
Methods



.29 in Tellis 1988). Eight of the 18 covariates
(specifically, year of data collection term, two
market characteristics, and five research
methodology characteristics) were found to
have significant effects on the estimated PS
elasticity. We report and discuss the estimated
effects of the various independent variables in
the following paragraphs.

Effects of market characteristics
Year of Study. Our analysis indicates that PS
elasticities appear to have decreased by about
.01 each year in the time frame of study. In
general, this observation is consistent with the
lengthening of sales cycles in recent years,
involving more relationship selling and part-
nering activities, and attributable to increasing
product complexity, more demanding cus-
tomers, and greater competition (e.g., Jones
et al. 2005; Weitz and Bradford 1999). Simply
put, more effort is being required to produce
the same level of sales. Also, in recent years,
which have been marked by increased military
engagements, more effort is being required of

military recruiters to enlist the same number
of quality recruits each year. The Army
National Guard, in fact, has missed its
recruiting goal by at least 13% each year
between 2003 and 2005 (Congress of the
United States, 2006).

Product Lifecycle Stage (Early [introduc-
tion, growth] Stage versus Late [mature,
decline] Stage). We expected the estimated
PS elasticity to be higher in study settings
involving products in the early rather than late
stages of their lifecycles (see Table 2). Personal
selling’s key advantages relative to other mar-
keting instruments, e.g., media advertising,
direct marketing, etc., are that it permits two-
way communication between buyer and seller
that can address the former’s questions and
objections and offer demonstrations, etc. In
the case of pharmaceutical marketing, physi-
cians are more willing to meet with sales rep-
resentatives when the reps have something
new to show them. That is, sales calls for new
drugs are more informative and persuasive,
resulting in higher average PS elasticity values
in the launch phase than those in the later
stages of the lifecycle when details play 
a largely persuasive role (Narayanan,
Manchanda, and Chintagunta 2005). More
generally, there is much evidence for the influ-
ential role of personal selling in successful 
new product marketing (e.g., Cooper and
Kleinschmidt 1988), especially high search,
infrequently purchased products (e.g., Hagerty,
Carman, and Russell 1988). The related
adjustments in sales management practices
such as new product-focused sales training 
and a shift from sales to activity quotas—e.g.,
number of demonstrations, rep-manager joint
sales calls, etc.—at the time of new product
launches also contribute to higher salesforce
effectiveness in those situations (Wotruba and
Rochford 1995; Zoltners, Sinha, and Lorimer
2006). As expected, we found a statistically
significant main effect for the influence of
product lifecycle on estimated PS elasticity.
Specifically, PS elasticities for products in the
early stages of their lifecycles are on average
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Table 3
Continued

% Times 
Category of Std. Dev. of Significant 
Covariates Variable Estimate Estimate (p < .1)

Advertising variable

Omitted

Included –.05 .0001 0

Promotions variable

Omitted

Included ––..1111 ..00000077 110000

Price variable

Omitted

Included .1 .005 0

Quality variable

Omitted

Included –.005 .005 0

Variance 30% 
Explained

Research
Methods,
continued



about .16 greater than those of products in
later stages of their lifecycles.

Geographic Setting—United States versus
Europe. There are two reasons for our expec-
tation that the estimated PS elasticity would

be lower in U.S. sales settings than in
European sales settings. First, there is more
saturated sales coverage (with lower marginal
response to effort) in the U.S. pharmaceutical
market, e.g., detailing expenditures in the
United States have been reported to be 
three to four times larger than in Europe
(Chintagunta and Desiraju 2005). Second,
there are a number of cultural differences
between the two settings. Prior work has
shown that collectivistic cultures have a more
favorable view of personal selling than individ-
ualistic cultures, due to their predispositions
toward mutual learning, caring attitude, and
respect (Fam and Merrilees 1998). The
European countries are generally reputed to 
be more collectivistic than the United States
(Schlegelmilch and Robertson 1995). Indeed,
our meta-analysis finds PS elasticities in the
United States to be .23 lower than those in
Europe. This is similar to the finding in Farley
and Lehmann (1994) and Assmus, Farley, and
Lehmann (1984) with respect to advertising
elasticity.

In addition, as indicated in Table 3, we find a
negative and significant “New Product * USA”
interaction effect over and above the main
effects of product lifecycle stage and geo-
graphic setting. Specifically, U.S. products 
in the early stages of their lifecycles had a 
PS elasticity that was lower than that for
European products by .155. As discussed ear-
lier, personal selling plays an informative role
in the introductory phase of the product life-
cycle. Evidently, this effect of product lifecycle
stage is reinforced in European contexts.

Type of Buyer—Institutional versus
Individual. In their meta-analysis of the
determinants of a salesperson’s performance,
Churchill et al. (1985) found that the relation-
ship between a salesperson’s performance out-
comes and effort differs between settings
involving institutional buyers and those
involving individual customers. Previous
research has shown the high importance of 
the salesforce in industrial marketing contexts
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Figure 1 
Histograms of Elasticities

Panel A. Histogram of Observed Raw Personal Selling Elasticities 

Panel B. Histogram of Methodology Bias–corrected Personal Selling

Elasticities 



(e.g., Jackson, Keith, and Burdick 1987;
Moriarty and Spekman 1984; Parasuraman
1981). For example, Jackson, Keith, and
Burdick (1987) note that industrial buyers in
general consider salespeople to be the most
important promotional element when making
a purchase decision. Additionally, products are
reordered quite frequently in an organizational
setting, and many firms have well-established
and straightforward repurchasing policies that
do not involve as much work by the salesper-
son compared to the first purchase (Dwyer
and Tanner 2002, p. 72). We hypothesized
that this could generate a higher amount of
sales for the same amount of effort and hence
lead to a higher estimate of PS elasticity.
However, while the sign of the effect of a
change in setting from individual to institu-
tional-buying is positive, we do not find that
this effect is significant. One possible explana-
tion is that there are more institutional-buying
settings in our database involving new or
modified rebuys, rather than routinized repur-
chases, leading to longer sales cycles (see, e.g.,
Anderson, Chu, and Weitz 1987). Industry
reports identify that some business-to-business
sales cycles to be about 10-18 months long
due to the complex nature of the product
requirements, company-mandated procedures,
and multiple decision makers at many levels of
management (Whetsel 2005).

Research methodology, data, and model
characteristics 
Temporal Aggregation. Earlier work has
shown that aggregation loses much of the
temporal component of elasticity stemming
from short-term variations in the marketing
instrument, thereby leading to a lower esti-
mated elasticity. For example, Assmus, Farley,
and Lehmann (1984, p. 71) find that advertis-
ing elasticities estimated with yearly data are
lower than those estimated with bimonthly 
or quarterly data. We sought to investigate
whether temporal aggregation could similarly
result in biased estimates of PS elasticities. We
can expect temporal variations in both sales
effort and sales similar to advertising (e.g.,

Gopalakrishna et al. 2007; Lal and Srinivasan
1993; Steenburgh 2004), due in part to the
common use of nonlinear incentive mecha-
nisms such as short-term (typically monthly or
quarterly) sales quota-based lump-sum bonus
plans in practice (e.g., Joseph and Kalwani
1998; Mantrala, Raman, and Desiraju 1997).
This temporal variation will not be picked up
in aggregated data; therefore we expected PS
elasticities estimated from yearly and quarterly
data to be lower than those estimated with
monthly data.

Consistent with our expectation, we find PS
elasticities estimated with yearly data to be .15
lower than those estimated with monthly data.
However, contrary to our expectation, we find
that PS elasticity estimated using monthly and
quarterly data is not statistically different.
Based on recent propositions established by
Tellis and Franses (2006, pp. 221–2), our find-
ing would suggest that the average unit expo-
sure times of customers to personal selling in
our database fall in this range.

Varying versus constant elasticity functional
forms 
We divided response functions into two
broad categories, varying-elasticity form (e.g.,
S-shaped) and constant-elasticity (i.e., multi-
plicative or double-log) form. We expected
elasticities estimated using varying-elasticity
response functions to be higher than those
from multiplicative functions, because, as the
name states, constant-elasticity functions
constrain short-term elasticity so it is the
same over the range of the response function.
As pointed out by Assmus, Farley, and
Lehmann (1984), such models are likely to
underestimate elasticities that are substan-
tially smaller than 1 in magnitude (as is the
case with observed PS elasticities) compared
to models that allow for varying elasticity
over the response function. As expected, we
find that the use of a varying-elasticity func-
tional form leads to an elasticity that is .17
more than the use of the more restrictive
constant-elasticity form.
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Relative versus Absolute Sales Criterion
Measure. We hypothesized that estimated PS
elasticities from models using relative sales (or
market share) as the criterion measure should
on average be smaller than those estimated
from models using absolute sales as the crite-
rion measure. This is because the latter is a
measure of change in sales due to both pri-
mary (market size) and secondary (market
share) changes resulting from a change in sell-
ing effort (see, e.g., Hagerty, Carman, and
Russell 1988). In keeping with our rationale,
we find that “relative” PS elasticities are .21
less than “absolute” PS elasticities.

Lagged Effects Included versus Lagged
Effects Excluded. The accumulated PS litera-
ture shows that much of the sales level
observed in one period may be due to carry-
over effects of efforts in previous periods. For
example, Horsky and Nelson (1996) find a
large carryover in the sales of chemical pro-
duction equipment. Similarly, based on sales-
force studies at 50 pharmaceutical companies,
Sinha and Zoltners (2001) report that the
aggregate sales carryover from selling effort in
one year is 75%, 80% the next year, 62%–78%
the year after, and 52%–70% in the fourth
year. Sinha and Zoltners attribute these high
levels of carryover to physicians’ prescriptions
for chronic-care drugs and reluctance to
switch if the drugs are effective. In the case of
Army recruiting, recruiters are known to sim-
ply draw from an inventory of leads they have
built up in earlier periods rather than make
fresh calls, as a “demotivation stage” sets in
toward the end of their contracts (Carroll,
Lee, and Rao 1986). Therefore, the effective-
ness of current-period recruiting efforts would
be overstated if the number of lagged leads is
omitted from the response model.

Thus, we hypothesized that the inclusion of
lagged effects (sales or effort) should result in
a smaller estimated (short-term) PS elasticity.
Our results indicate that PS elasticities are
smaller by .16 when lagged effects are
included, compared to when they are omitted.

Promotions Included versus Promotions Not
Included. We hypothesized that the inclusion
of promotions (e.g., free samples, gifts, and
temporary price reductions) in the sales
response model would have a negative impact
on PS elasticity estimates. This is because, if
promotions are omitted in the settings where
they are known to have a significant effect on
sales, a disproportionately high weight might
be attributed to the effectiveness of personal
selling. Some of the studies where promotions
have been omitted from our database include
those involving pharmaceutical selling
(Berndt, Pindyck, and Azoulay 2000), ad-
space selling (Mantrala et al. 2007), and
industrial product selling (Turner 1971).
Among these, the omissions of promotions in
response-model estimations involving pharma-
ceutical detailing and ad-space selling—where
they are known to be effective and are fre-
quently used—would contribute to upwardly
biased PS elasticity estimates. Our estimation
results show that the omission of promotions
leads to a PS elasticity biased upward by .11.

Comments on nonsignificant research
method characteristics 
We hypothesized that the omission of a rele-
vant influencer of sales will result in a PS elas-
ticity biased in the same direction as that of the
influence. Thus, since increases in advertising
and quality could result in increased sales,
omitting them should technically result in a
PS elasticity biased upward. Similarly, if cus-
tomers are very price sensitive in a setting,
omitting price in the estimation should lead to
a PS elasticity biased downward. However,
although the effects of these three omitted
variable dummies have the right sign, we find
none of them are significant. The lack of evi-
dence of biased PS elasticity estimates due to
omissions of advertising, quality, or price vari-
ables by a number of individual studies in our
database does not imply that these variables
have no impact on sales, but simply that given
our study’s sample sizes or statistical power, we
are unable to document an impact. It is also
possible that the studies in our database that

W O R K I N G  P A P E R  S E R I E S 15



omitted advertising did so because it is not a
significant marketing instrument used in those
settings. For example, Jackson, Keith, and
Burdick (1987) have reported that industrial
buyers do not view trade advertising to be as
important as personal selling in their purchase
decisions, and a number of studies in our sam-
ple were set in markets involving such buyers,
e.g., industrial products (Albers 1996), chemi-
cal production equipment (Horsky and Nelson
1996), and building products (Dalrymple and
Strahle 1990). Similarly, the variables of prod-
uct price and quality were typically omitted in
study settings where they tended to stay fixed
over long time horizons, e.g., prescription drug
and military recruiting markets.

We also included two other variables in our
analysis due to their precedence and relevance
in other elasticity meta-analyses—accounting
for heterogeneity in sales response and choice of
estimation method. Our results show that it
makes no difference to the PS elasticity esti-
mate whether response models accounted for
heterogeneity or not, although buyers are
likely to be different in terms of their sensitivi-
ties to personal selling efforts for any number
of reasons. This finding is in keeping with past
theoretical work that shows that elasticities
increasing or decreasing with heterogeneity
depends on the distribution of heterogeneity
(Hutchinson, Kamakura, and Lynch 2000)
and is consistent with previous empirical
research that has not found directionally con-
sistent effects of ignoring heterogeneity on
price elasticities, e.g., Chintagunta (2001);
Ailawadi, Gedenk, and Neslin (1999); Bijmolt,
van Heerde, and Pieters (2005). Similarly, we
find that the choice of OLS (Ordinary Least
Squares), MLS (Multi-Stage Least Squares),
MLE (Maximum Likelihood Estimation), or
DC (Decision Calculus) as an estimation
method does not bias the PS estimate one way
or the other. In theory, the choice of OLS as
an estimation method when recursive or
simultaneous systems are truly generating 
the data will lead to biased estimates com-
pared to MLS (or MLE if the simultaneity is

modeled). However, similar to Assmus, Farley,
and Lehmann (1984) and Tellis (1988), we do
not find bias in any particular direction.

Research methodology bias–corrected
benchmark PS elasticity 
Following the lead of Tellis (1988, p. 337), we
propose that rather than the raw weighted
mean of .32 noted earlier, a more appropriate
generalized estimate to take from this meta-
analysis for future research purposes (e.g., use
as priors in Bayesian estimation procedures)
and practical applications is the weighted
mean obtained after correcting each individual
PS estimate for the statistically significant
biases introduced by researchers’ methodology
choices. Specifically, according to our results
reported in Table 3, a study that omitted the
promotion variable in the response model
would report a PS elasticity that is biased
upward by .11. Similarly, studies that use data
aggregated at a yearly level would report sell-
ing elasticities that are lower by a factor of .15
than those that utilize data aggregated at the
monthly level. Next, the PS elasticity estimates
from studies that used constant-elasticity func-
tional forms would be biased downward by a
factor of .17 compared to PS elasticity esti-
mates from studies using varying elasticity
functional forms. Finally, PS elasticity esti-
mates from studies that omitted lagged effects
would be biased upward by a factor of .16
compared to those derived from models that
included lagged effects. Therefore, taking the
appropriate reference sales response model as
one that includes promotion and lagged
effects, allows for varying PS elasticity, and
uses monthly rather than yearly data intervals
(considering that the unit exposure time in
personal selling is closer to a month than a
year), we proceed to “correct” each of the
3,193 measurements in our database for their
deviations, if any, from this reference model.
Such corrections for methodology-introduced
biases yield the distribution of personal selling
elasticities shown in Figure 1 (Panel B).
The remaining variation in the studies’ bias–
corrected elasticities is now attributable to only
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differences in the study settings’ market
characteristics.

The weighted mean of the methodology
bias–corrected elasticities in our database is
.352 (see Figure 1, Panel B). As we show in
the next section, combined with earlier price
elasticity meta-analysis results, this market-
based benchmark value of PS elasticity can
serve as a useful input in evaluating the effi-
ciency of personal selling expenditures to sales
ratios in settings where more detailed sales-
effort response data are not available.

Managerial Assessment of Personal
Selling’s Efficiency

According to the Dorfman-Steiner (1954)
theorem, the profit-maximizing level of per-
sonal selling spending (assuming that other
marketing efforts such as advertising are held
constant) is the level at which the marginal
revenue product of personal selling spending is
equal to the price elasticity (assuming the unit
selling price is set optimally relative to unit
production cost). This condition implies
(PS

S
/R) = –(PS

E
/P

E
) where PS

S
denotes per-

sonal selling spending; PS
E

is the personal sell-
ing elasticity; R denotes revenues; and P

E
represents the price elasticity. The use of this
ratio to create good salesforce-related decisions
has been previously demonstrated by Albers
(2000).

Assessing average personal selling
spending to sales ratios by firms in
different industries
In employing the mean estimate of price elas-
ticity of –2.81 (applicable to 1999) delivered
by Bijmolt, van Heerde, and Pieters (2005,
Table 3) and our bias-corrected estimate of
.352 for PS elasticity, the Dorfman-Steiner
(1954) theorem condition indicates that the
efficient ratio of personal selling expenditures
to total revenues is about 12.5% (assuming
prices are set optimally). This ratio can be
used as a decision-making benchmark by

managers to assess whether their personal sell-
ing expenditures are near optimal levels. For
example, Table 4 indicates that many indus-
tries in 1998–1999 were apparently under-
spending on personal selling based on their
reported (PS

S
/R) ratios in the first column of

Table 4. Compared to the efficient benchmark
of 12.5%, the index values shown in Table 4
suggest that on average, firms in the majority
of industries listed, 15 of the 23, were under-
spending on personal selling in 1998–1999.
Given more detailed data, this analysis can of
course be refined for a firm in any industry by
further adjusting the market-based estimate of
PS elasticity for the estimated effects of its
own market characteristics as revealed by our
meta-analysis. Therefore, our meta-analysis
results can be used as a “starting point for opti-
mization” (Farley and Lehmann 1994).

Focus on the pharmaceutical industry
Within the industries listed in Table 4, of par-
ticular interest is the pharmaceutical industry
characterized by a PS

S
/R ratio of 5.6% in

1998–1999 compared to the efficient bench-
mark of 12.5%. This could be one reason that
many firms in this industry found it feasible to
launch into a “detailing arms race” about that
time (Elling et al. 2002). By 2006, the phar-
maceutical industry appears to have overcor-
rected, resulting in intensive coverage of
physicians that caused them to resist meeting
with medical sales reps (e.g., Berenson 2006).
Indeed, if we apply our meta-analysis finding
of a yearly rate of reduction in PS elasticity of
.01, then the PS

E
values at the end of 2006

would be about .272. Similarly, Bijmolt, van
Heerde, and Pieters (2005, p. 151) found an
autonomous time trend suggesting that price
elasticities increase .04 in magnitude each year,
implying that the contemporary benchmark
value for P

E 
is about –3.13. This implies that

the efficient PS
S
/R ratio in 2007 should be

about 8.7% (continuing with the assumption
that prices are set optimally). However, recent
research by Novartis, cited by the Eularis con-
sulting company (www.Eularis.com), indicates
that actual PS

S
/R ratios in the pharmaceutical
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industry are currently closer to 10%. A 
downsizing correction is clearly in order.
Interestingly, Pfizer announced a 20% reduc-
tion in its U.S. salesforce (approximately 2,400
reps) in November 2006 that was followed
closely by pullbacks in sales efforts by Bristol-
Myers Squibb, Abbott Labs, and Johnson &
Johnson (Berenson 2006; Hensley 2007;
McGuire 2007).

Making up the shortfall in Army recruiting
Since the abolishment of the mandatory draft,
U.S. military recruiting has depended heavily
on personal selling efforts of recruiters to meet
its targets (e.g., Hanssens and Levien 1983;
Warner et al. 2003). However, recent
Congressional Budget Office reports indicate
that the Army has been falling short of its
recruiting goals. For example, in the year 2005,
the active Army, Army National Guard, and
the Army Reserve missed their targets by
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Table 4
Industry Assessment of Overspending in Personal Selling

Optimal (PSS/R) % 
Industry* Actual (PSS/R)% ** with PSE = .352; PE = –2.81 Index = (PSS/R)/(PSE/PE) Optimality***

Business services 10.5 12.5 .78 Under

Chemicals 3.4 12.5 .25 Under

Communications 9.9 12.5 .73 Under

Construction 7.1 12.5 .53 Under

Educational services 12.7 12.5 .94 NearOpt

Electronics 12.6 12.5 .93 NearOpt

Electronics comps 4.9 12.5 .36 Under

Fabricated metals 7.2 12.5 .53 Under

Food products 2.7 12.5 .20 Under

Health services 13.4 12.5 .99 NearOpt

Hotels 1.9 12.5 .14 Under

Instruments 14.8 12.5 1.10 Over

Machinery 11.3 12.5 .84 NearOpt

Manufacturing 6.6 12.5 .49 Under

Office equipment 2.4 12.5 .18 Under

Paper and allied products 8.2 12.5 .61 Under

Pharmaceuticals 5.6 12.5 .42 Under

Printing and publishing 22.2 12.5 1.65 Over

Real estate 2.8 12.5 .21 Under

Retail 15.3 12.5 1.13 Over

Rubber and plastics 3.6 12.5 .27 Under

Transportation equipment 6.2 12.5 .46 Under

Wholesale consumer goods 11.2 12.5 .83 NearOpt

Overall Mean 8.19
*Source: Zoltners, Sinha, and Lorimer (2004, Table 1.2).
**PSS: Personal selling costs, PSE: Personal selling elasticity, PE: Price elasticity, R: Sales revenue.
***Over: Overspending, Under: Underspending, NearOpt: Nearly optimal.



6,627 (8.28%), 12,783 (20.29%), and 4,626
(16.24%), respectively. The recent shortfalls
have been attributed to a healthier civilian
economy, a rise in college attendance, the
decline in veteran influencers, and unfavorable
attitudes toward military service (U.S.
Congress 2006; Warner et al. 2003). Thus, the
questions for the Army at the end of 2005
were: How many more recruiters are needed to
make up the shortfall? How much additional
expenditure will this involve? (The estimated
recruiter strength at the end of 2005 is shown
in Table 5.) We can provide some guidance
with the help of our meta-analysis results.

Specifically, the desired percentage increase in
the number of recruiters is equal to the desired
percentage increase in recruits divided by the
PS elasticity. From our database of studies,
we find that the weighted mean of the bias-
corrected PS elasticities for the military setting
was .43 in 1998. Based on the yearly rate of
reduction of .01, the recruiting elasticity would
drop to .318 in 2005. With this PS elasticity
value, the appropriate increases in the number
of recruiters for the active Army, National
Guard, and Army Reserve in the year 2006
would have been 26.1%, 63.8%, and 51.1%,
constituting spending increases of $67.2 mil-
lion, $29.3 million, and $21.7 million, respec-
tively. To reduce their shortfall in recruits, the
active Army and the Army Reserve did in fact
increase their recruiter strengths in 2006 but

by only 10% and 29%, respectively, compared
to the desired increases of 26% and 51.1%.
Apparently, the active Army and the Army
Reserve acted on the assumption that the PS
elasticity was much higher than .318, if budg-
ets were not constrained.

Conclusions 

In this paper, we offer empirical generaliza-
tions with respect to the mean PS elasticity
and its determinants from a meta-analysis of
previous studies for the first time in the mar-
keting literature. Our meta-analysis, which is
based on 3,193 estimates of PS elasticities
obtained from 46 studies, yields a raw (unad-
justed for methodology biases) weighted
mean PS elasticity of .32. While this is
smaller than the value of .5 suggested by ear-
lier informal reports, it is still larger than the
mean advertising elasticity of .15 from previ-
ous meta-analyses of studies of advertising
effects (Hanssens, Parsons, and Schultz
2001). Further, PS elasticity estimates are
significantly affected by several market and
research methodology characteristics. We
determine that the bias-corrected, weighted-
mean of the PS elasticity is .352 while the
weighted but uncorrected PS mean elasticity is
.32. We then show that our meta-analysis
findings can be utilized together with the
existing generalizations on price elasticity in
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Table 5
Estimated Recruiters’ Strength and Expenditure*

Spending 
Personal Current Increase 

Current Selling Recruiter Spending Desired
Shortage Number of Elasticity Increase (millions (millions 

Defense Category Target Attained (%) Recruiters (PSE) Desired (%) of dollars) of dollars)

Active Army 80,000 73,373 8.3 5,953 .32 26.1 258.1 67.2

Army National Guard 63,002 50,219 20.3 4,955 .32 63.8 45.9 29.3

Army Reserve 28,485 23,859 16.24 1,399 .32 51.1 42.9 21.7
*Source: Congressional Budget Office Study (2006).



assessing the efficiency of personal selling
spending to sales ratios commonly tracked by
sales managers.

Although our meta-analysis shows that the PS
elasticity estimates reported by more recent
studies are lower than those appearing in older
studies, the mean PS elasticity is still signifi-
cantly higher than that of advertising elastic-
ity. Thus, personal selling remains a relatively
potent marketing instrument that plays a key
role in the marketing mix of many industries.
Indeed, according to the Dorfman-Steiner
(1954) theorem for profit-maximizing firms
that rely on both advertising and personal sell-
ing efforts to drive sales, the efficient ratio of
their personal selling to advertising expendi-
tures should be equal to the ratio of their elas-
ticities. Thus, based on the meta-analysis
estimates of .352 for PS elasticity and .18 for
advertising elasticity (this is a simple average
of the mean estimates from multiple advertis-
ing meta-analyses reported by Hanssens,
Parsons, and Schultz 2001, pp. 328–9), per-
sonal selling spending should be about two
times advertising spending for a firm that
employs both. This guideline, of course, can
and should be refined to account for specific
market settings and idiosyncratic firm prac-
tices. Even so, there is little doubt regarding
the need to allocate a greater proportion of the
marketing budget to personal selling compared
to advertising, given the large gap between the
mean elasticities of these marketing instru-
ments revealed by meta-analyses.

Considering, however, the expense associated
with personal selling and its variable elasticity
across market settings indicated by our meta-
analysis, sales managers have to become more
adept in finding ways to maintain and enhance
salesforce productivity. One obvious option is
to redeploy their salesforce efforts to more
elastic settings—where personal selling makes
a difference. It is well known that improved
allocations of selling efforts across product
portfolios and geographic areas can often
deliver higher profits at lower than current

investment levels (see, e.g., Mantrala, Sinha,
and Zoltners 1992). More specifically, our
meta-analysis results indicate that responsive-
ness to selling effort is high in new product
introductions while PS elasticity is lower in
sales of older products. This suggests that
companies should deploy direct salesforce
resources for launching and establishing 
new products while shifting to other means 
of communications as products mature,
e.g., e-detailing (electronic detailing) in the
case of older, well-known pharmaceuticals.
Similarly, shifting more personal selling
resources from the U.S. to European markets
seems desirable for multinational firms.

Our meta-analysis also shows that estimates of
PS elasticity can be inflated by the omission of
lagged effects and promotion variables and
underestimated with the use of constant elas-
ticity models. Researchers, therefore, should
aim to incorporate these findings in building
future salesforce response models. Further,
considering the typical times between succes-
sive calls on customers in field settings,
monthly or quarterly data intervals are more
appropriate to use than annual data that tend
to result in PS elasticities that are biased
downward.

In conclusion, the relatively high mean elastic-
ity for personal selling revealed by this meta-
analysis of previous studies highlights the
continuing importance of research in market-
ing focused on improving salesforce productiv-
ity. We hope the findings in this paper serve as
a catalyst for such work.

Acknowledgments

The authors gratefully acknowledge the
Marketing Science Institute’s financial support
for this research. Murali Mantrala thanks the
Robert J. Trulaske, Sr., College of Business,
University of Missouri for providing salary
support for his time on this project during
Summer 2007. The authors also thank Mike

M A R K E T I N G  S C I E N C E I N S T I T U T E 20



Hanssens for his encouragement, Andy
Zoltners, Prabhakant Sinha, and Pratap
Khedkar at ZS Associates for their valuable
comments on this research, and the audiences
at presentations of this research at the

University of Missouri and the 2007
INFORMS SOM Marketing Science
Conference in Singapore for their feedback.
All correspondence should be directed to
Murali Mantrala.

W O R K I N G  P A P E R  S E R I E S 21

Notes

References

1. Zoltners, Sinha, and their colleagues at the consulting
firm ZS Associates, Inc. (ZS) offer some valuable gener-
alizations on salesforce effects such as carryover effects,
drawn from numerous consulting studies—e.g., Sinha
and Zoltners (2001); Zoltners, Sinha, and Lorimer
(2006). However, details of the settings and models
employed in the individual studies and their meta-

analysis are not available because they are proprietary.

2. The extant literature contains several meta-analyses
related to behavioral aspects of salesperson performance
(Churchill et al. 1985), job satisfaction (Brown and
Peterson 1993, 1994), and customer orientation (Franke
and Park 2006).

Aaker, David A., and James M. Carman (1982), “Are You
Overadvertising?” Journal of Advertising Research 22
(August-September), 57-70.

Ailawadi, Kusum L., Karen Gedenk, and Scott A. Neslin
(1999), “Heterogeneity and Purchase Event Feedback in
Choice Models: An Empirical Analysis with Implicaitons
for Model Building.” International Journal of Marketing
Research 16 (3), 177-19.

Albers, Sönke (1996), “CAPPLAN: A Decision-support
system for Planning the Pricing and Sales Effort Policy of
a Salesforce.” European Journal of Marketing 30 (7), 68-82.

——— (2000), “Impact of Types of Functional
Relationships, Decisions, and Solutions on the
Applicability of Marketing Models.” International Journal
of Research in Marketing 17 (2), 169-75.

———, and Murali K. Mantrala (2007), “Models for
Sales Management Decisions.” In Handbook of Marketing
Decision Models, ed., Berend Wierenga, Springer Science +
Business Media, International Series in Operational
Research and Management Science, forthcoming.

Anderson, Erin, Wujin Chu, and Barton Weitz (1987),
“Industrial Purchasing: An Empirical Exploration of the
Buyclass Framework.” Journal of Marketing 51 ( July), 71-86.

Andrews, Rick L., and George R. Franke (1991), “The
Determinants of Cigarette Consumption: A Meta-
Analysis.” Journal of Public Policy & Marketing 10 (Spring),
81-100.

Assmus, Gert, John U. Farley, and Donald R. Lehmann
(1984), “How Advertising Affects Sales: A Meta Analysis
of Econometric Results.” Journal of Marketing Research 21
(1), 65-74.

Barwise, Patrick (1995), “Good Empirical
Generalizations.”Marketing Science 14 (3), G29-G35.

Bass, Frank M., and Jerry Wind (1995), “Introduction to
the Special Issue: Empirical Generalizations in
Marketing.” Marketing Science 16 (3), G1-G5.

Berenson, Alex (2006), “New Chief at Pfizer Will Reduce
Sales Force.” New York Times (November 29).

Berndt, Ernst R., Robert Pindyck, and Pierre Azoulay
(2000), “Consumption Externalities and Diffusion in
Pharmaceutical Markets: Anti-Ulcer Drugs.” Cambridge,
Mass.: NBER Working Paper Series (#7772, June 2000).

Beswick, Charles A., and David W. Cravens (1977), “A
Multistage Decision Model for Salesforce Management.”
Journal of Marketing Research 14 (2), 135-44.

Bijmolt, Tammo H. A., Harald J. van Heerde, and Rik
G.M. Pieters (2005), “New Empirical Generalizations on
the Determinants of Price Elasticity.” Journal of Marketing
Research 42 (May), 121-56.

———, and Rik G.M. Pieters (2001), “Meta-Analysis in
Marketing When Studies Contain Multiple
Measurements.” Marketing Letters 12 (2), 157–69.

Brown, Steven P., and Robert A. Peterson (1993),
“Antecedents and Consequences of Salesperson Job
Satisfaction: Meta-Analysis and Assessment of Causal
Effects.” Journal of Marketing Research 30 (February), 63–77.

———, and ——— (1994), “The Effect of Effort on
Sales Performance and Job Satisfaction.” Journal of
Marketing 58 (April), 70–80.

Carroll, Vincent P., Ambar G. Rao, Hau L. Lee, Arthur



Shapiro, and Barry L. Bayus (1985), “ The Navy
Enlistment Marketing Experiment.” Marketing Science 4
(4), 352-74.

———, Hau L. Lee, and Ambar G. Rao (1986),
“Implications of Salesforce Heterogeneity and
Demotivation: A Navy Recruiter Case Study.”
Management Science 32 (11), 1371-88.

Chintagunta, Pradeep K. (2001), “Endogeneity and
Heterogeneity in a Probit Demand Model: Estimation
Using Aggregate Data.” Journal of Marketing Research 20
(3), 442-56.

———, and Ramarao Desiraju (2005), “Strategic Pricing
and Detailing Behavior in International Markets.”
Marketing Science 24 (1), 67-80.

Churchill, G. A, N. M. Ford, W. Hartley, and O. C.
Walker, Jr. (1985), “The Determinants of Salesperson
Performance: A Meta-Analysis.” Journal of Marketing
Research 22 (May), 103-18.

Congress of the United States, Congressional Budget
Office Study (2006), Recruiting Retention, and Future
Levels of Military Personnel Washington D.C., U.S ,
Defense Technical Information Center,
http://www.dtic.mil/

Cooper, Robert G., and Elko J. Kleinschmidt (1988),
“Resource Allocation in the New Product Process.”
Industrial Marketing Management 17 (August), 249-62.

Dalrymple, Douglas J., and William M. Strahle (1990),
“Career Path Charting: Framework for Sales Force
Evaluation.” Journal of Personal Selling and Sales
Management 10 (2), 59-68.

Dorfman, Robert, and Peter O. Steiner (1954), “Optimal
Advertising and Optimal Quality.” American Economic
Review 44, 826-36.

Dwyer, Robert F., and John F Tanner (2002), Business
Marketing: Connecting Strategy, Relationships and Learning,
2nd ed. New York, N.Y.: McGraw Hill.

Elling, Martin E., Holly J. Fogle, Charles S. McKhann,
and Chris Simon (2002), “Making More of Pharma’s
Sales Force.” McKinsey Quarterly 3, 86-95.

Fam, Kim Shyan, and Bill Merrilees (1998), “Cultural
Values and Personal Selling: A Comparison of Australian
and Hong Kong Retailers’ Promotion Preferences.”
Internal Marketing Review 15 (4), 246-56.

Farley, John U., and Donald R. Lehmann (1994), “Cross-
National Laws and Differences in Market Response.”
Management Science 40 ( January), 111-22.

———, ———, and Alan G. Sawyer (1995), “Empirical
Marketing Generalization Using Meta-analysis.”

Marketing Science 14 (3), G36-G46.

Fischer, Marc, and Sönke Albers (2007), “Patient- or
Physician-Oriented Marketing: What Drives Primary
Demand for Prescription Drugs.” Cambridge, Mass.:
Marketing Science Institute, Report No. 07-117.

Franke, George R., and Jeung-Eun Park (2006),
“Salesperson Adaptive Selling Behavior and Customer
Orientation.” Journal of Marketing Research (November),
693-702.

Fudge, William, and Leonard Lodish (1977), “Evaluation
of the Effectiveness of a Model Based Salesman’s
Planning System by Field Experimentation.” Interfaces 8
(1), Part 2, 97-106.

Gopalakrishna, Srinath, Jason Garrett, Murali K.
Mantrala, and J. David Moore (2007), “An Empirical
Investigation of Sales Contest Response Dynamics and
Returns.” Columbia, Mo.: University of Missouri,
Working Paper.

Hagerty, Michael R., James M. Carman, and Gary J.
Russell (1988), “Estimating Elasticities with PIMS Data:
Methodological Issues and Substantive Implications.”
Journal of Marketing Research 25 (1), 1-9.

Hanssens, Dominique, and Henry A. Levien (1983), “An
Econometric Study of Recruitment Marketing in the U.S
Navy.” Management Science 29 (10), 1167-84.

———, Leonard Parsons, and Randall Schultz (2001),
Market Response Models: Econometric and Time Series
Analysis, 2nd ed. Boston, Mass.: Kluwer Academic
Publishers.

Hensley, Scott (2007), “Pharma Box Office: Sales Force
Shifts.” Wall Street Journal Online (April 5).

Horsky, Dan, and Paul Nelson (1996), “Evaluation of
Salesforce Size and Productivity Through Efficient
Frontier Benchmarking.” Marketing Science 15 (4), 301-20.

Hutchinson, J. Wesley, Wagner A. Kamakura, and John
G. Lynch, Jr. (2000), “Unobserved Heterogeneity as an
Alternative Explanation for ‘Reversal Effects’ in
Consumer Research.” Journal of Consumer Research 27 (4),
342-44.

Jackson, Donald W., Janet E. Keith, and Richard K.
Burdick (1987), “The Relative Importance of Various
Promotional Elements in Different Industrial Purchase
Situations.” Journal of Advertising 16 (4), 25-33.

Jones, Eli, Steven P. Brown, Andris A. Zoltners, and
Barton A. Weitz (2005), “The Changing Environment of
Selling and Sales Management.” Journal of Personal Selling
& Sales Management 25 (2), 105-11.

Joseph, Kissan, and Manohar U. Kalwani (1998), “The

M A R K E T I N G  S C I E N C E I N S T I T U T E 22



Role of Bonus Pay in Salesforce Compensation Plans.”
Industrial Marketing Management 27 (March), 147-59.

Kearl, Cyril E., David Horne, and Curtis L. Gilroy
(1990), “Army Recruiting in a Changing Environment.”
Contemporary Policy Issue 8 (4), 68-78.

Lal, Rajiv, and V. Srinivasan (1993), “Compensation Plans
for Single- and Multi-Product Salesforces: An
Application of the Holmstrom-Milgrom Model.”
Management Science 39 (7), 777-93.

Lambin, Jean-Jacques (1976), Advertising, Competition
and Market Conduct in Oligopoly Over Time.
Amsterdam, The Netherlands: North-Holland.

Lodish, Leonard M. (1971), “CALLPLAN: An
Interactive Salesman’s Call Planning System.”
Management Science 18 (December), P25-P40.

———, Magid Abraham, Stuart Kalmenson, Jeanne
Livelsberger, Beth Lubetkin, Bruce Richardson, and Mary
Ellen Stevens (1995), “How T.V. Advertising Works: A
Meta-Analysis of 389 Real World Split Cable T.V.
Advertising Experiments.” Journal of Marketing Research
32 (May), 125-39.

Manchanda, Puneet, and Elisabeth Honka (2005), “The
Effects and Role of Direct-to-Physician Marketing in the
Pharmaceutical Industry: An Integrative Review.” Yale
Journal of Health Policy Law and Economics 5, 785-822.

Mantrala, Murali K., Prasad A. Naik, Shrihari Sridhar,
and Esther Thorson (2007), “Uphill or Downhill?
Locating your Firm on a Profit Function.” Journal of
Marketing 71 (2), 26-44.

———, Kalyan Raman, and Ramarao Desiraju (1997):
“Sales Quota Plans: Mechanisms for Adaptive Learning.”
Marketing Letters 8, 393-405.

———, Prabhakant Sinha, and Andris A. Zoltners,
(1992), “Impact of Resource Allocation Rules on
Marketing Investment-Level Decisions and Profitability.”
Journal of Marketing Research 29, 162-75.

Mason, Charlotte H., and William D. Perreault, Jr.
(1991), “Collinearity, Power, and Interpretation of
Multiple Regression Analysis.” Journal of Marketing
Research 28 (3), 268-80.

McGuire, Stephen (2007), “Abbott to Cut Primary Care
Sales Reps.” Medical Marketing & Media (April),
http://www.mmm-online.com/issue/April/01/2007/334/

Mizik, Natalie and Robert Jacobson (2004), “Are
Physicians ‘Easy Marks’? Quantifying the Effects of
Detailing and Sampling on New Prescriptions.”
Management Science 50 (12), 1704-15.

Moriarty, Rowland T., and Robert E. Spekman (1984),
“An Empirical Investigation of the Information Sources
Used During the Industrial Buying Process.” Journal of
Marketing Research 21 (May), 137-47.

Narayanan, Sridhar, Puneet Manchanda, and Pradeep K.
Chintagunta (2005), “Temporal Differences in the Role of
Marketing Communication in New Product Categories.”
Journal of Marketing Research 42 (3), 278-90.

Parasuraman, A. (1981), “The Relative Importance of
Industrial Promotion Tools.” Industrial Marketing
Management 10, 277-81.

Raudenbush, Stephen W., and Anthony S. Bryk (1992),
Hierarchical Linear Models: Applications and Data Analysis
Methods, 2nd ed. Thousand Oaks, Calif.: Sage.

Rust, Roland T., Donald R. Lehmann, and John U. Farley
(1990), “Estimating Publication Bias in Meta-Analysis.”
Journal of Marketing Research 27 (May), 220-6.

Schlegelmilch, Bodo B., and Diana C. Robertson (1995),
“The Influence of Country and Industry on Ethical
Perceptions of Senior Executives in U.S. and Europe.”
Journal of International Business Studies 26 (4), 859-81.

Sethuraman, Raj, and Gerald Tellis (1991), “An Analysis
of the Tradeoff Between Advertising and Price
Discounting.” Journal of Marketing Research 28 (May),
160-74.

Sinha, Prabhakant, and Andris A. Zoltners (2001), “Sales-
force Decision Models: Insights from 25 Years of
Implementation.” Interfaces 31 (3), S8-S44.

Sohn, S. Y. (1996), “Random Effects Meta Analysis of
Military Recruiting.” Omega 24 (2), 141-51.

Steenburgh, Thomas (2004), “Effort or Timing: The
Effect of Lump-Sum Bonuses.” Boston, Mass.: Harvard
Business School, Working Paper 05-051.

Tellis, Gerard J. (1988), “The Price Sensitivity of Selective
Demand: A Meta-Analysis of Econometric Models of
Sales.” Journal of Marketing Research 25 (4), 391-404.

———, and Philip Hans Franses (2006), “Optimal Data
Interval for Estimating Advertising Response.” Marketing
Science 25 (3), 217-29.

Turner, Ronald E. (1971), “Market Measures from
Salesman: A Multidimensional Scaling Approach.” Journal
of Marketing Research 8 (2), 165-72.

Vandenbosch, Mark B., and Charles B. Weinberg (1993),
“Salesforce Operations.” In Marketing, Handbooks in
Operations Research and Management Science 5, eds.
Jehoshua Eliashberg and Gary L. Lilien, 653–94.
Amsterdam, The Netherlands: North-Holland.

W O R K I N G  P A P E R  S E R I E S 23



Warner, John T., Curtis J. Simon, and Deborah M. Payne
(2003), “The Military Recruiting Productivity Slowdown:
The Role of Resources, Opportunity Cost and the Tastes
of Youth.” Defense and Peace Economics 14 (5), 329–42.

Weitz, Barton A., and Kevin Bradford (1999), “Personal
Selling and Sales Management: A Relationship Marketing
Perspective.” Journal of the Academy of Marketing Science 27
(2), 241-54.

Whetsel, John (2005), “SBS International Research
Exposes Inefficiencies in B-2-B Sales.” SBS International,
press release, April 2005, sbsinternationalltd.com, Last
Accessed Feb 3, 2008.

Wotruba, Thomas R., and Linda Rochford (1995), “The
Impact of New Product Introductions on Sales
Management Strategy.” Journal of Personal Selling and Sales
Management 15 (1), 35-51.

Zoltners, Andris A., Prabhakant Sinha, and Sally E.
Lorimer (2004), Sales Force Design for Strategic Advantage.
London, U.K.: Palgrave Press.

———, ———, and ——— (2006), “Match Your Sales
Force Structure to Your Business Cycle.” Harvard Business
Review 84 ( July-August), 81-9.

———, ———, and ——— (2007), “Sales Force
Effectiveness: A Framework for Researchers and
Practitioners.” Journal of Personal Selling and Sales
Management (Special Issue on Enhancing Sales Force
Productivity, forthcoming).

M A R K E T I N G  S C I E N C E I N S T I T U T E 24

Report No. 08-100
“A Meta-analysis of Personal Selling Elasticities” © 2008
Sönke Albers, Murali K. Mantrala, and Shrihari Sridhar;
Report Summary © 2008 Marketing Science Institute




